FORECASTING AND TIME SERIES ANALYSIS
USING THE SCA STATISTICAL SYSTEM

VOLUME 1

Box-Jenkins ARIMA Modeling
Intervention Analysis
Transfer Function Modeling
Outlier Detection and Adjustment
Exponential Smoothing
Related Univariate Methods

by

Lon-Mu Liu

Gregory B. Hudak

in collaboration with

George E. P. Box
Mervin E. Muller
George C. Tiao

This manual is published by

Scientific Computing Associates® Corp.

913 West Van Buren Street, Suite 3H
Chicago, Illinois 60607-3528
U.S.A.

Copyright© Scientific Computing Associates® Corp., 1992-1994



PREFACE

This edition of Forecasting and Time Series Analysis Using the SCA Statistical System
initiates the replacement process of the document entitled The SCA Statistical System:
Reference Manual for Forecasting and Time Series Analysis (May 1986). When the
replacement process is complete, the older manual will have been completely replaced in both
scope and style by a two volume set.

This manual is Volume I of the set. It encompasses topics related to the capabilities of
the UTS Module and the Extended UTS Module of the SCA Statistical System. Hence the
contents of this manual replace Chapters 1, 2, 3, 7, and 8 of the 1986 manual entirely.
Chapters 4, 5, and 6 of the 1986 manual are still valid until the release of Volume II of the
new set. In addition, information related to the spectral analysis capabilities of the SCA
System may be found in SCA Working Paper 115.

As noted above, this manual is a complete revision of parts of the 1986 manual.
Chapter 4, “Linear Regression Analysis”, replaces Chapter 8 of the previous manual. The
chapter is a modified version of the regression chapter of the document The SCA Statistical
System. Reference Manual for General Statistical Analysis. Chapters 5 through 8 are a
detailed replacement of Chapter 3 of the 1986 document. Information related to the modeling
and forecasting of univariate time series is divided into chapters on “Box-Jenkins ARIMA
Modeling and Forecasting” (Chapter 5), “Intervention Analysis” (Chapter 6), “Outlier
Detection and Adjustment” (Chapter 7), and “Transfer Function Modeling” (Chapter 8).
Chapter 7 of this manual contains material not present in the 1986 edition. This new chapter
includes much of the current information of the burgeoning research and activities associated
with outlier detection, adjustment and estimation. Chapter 9, “Forecasting Using General
Exponential Smoothing”, is an upgrade of Chapter 7 of the earlier manual. Examples have
been added to illustrate all supported smoothing methods.

Almost all material of the above chapters is presented in a “data analysis” form. That is,
SCA capabilities, commands, and output are presented within the context of a data analysis.
Many concepts related to data analysis are reviewed and explained. Examples have been
chosen to demonstrate the use of the SCA System, and to provide some insights or guidelines
for an analysis.

Within chapters, information regarding specific capabilities and features of the SCA
System are presented from those most frequently used to those that are less commonly
employed. All detailed information regarding the command structure of the SCA System is
presented at the end of each chapter.

This manual is designed to be self-contained. Chapter 1 of this document provides
complete information on the contents of all available SCA software products and where
specific information on various SCA System capabilities can be found. Chapter 2 provides an
overview of the command language of the SCA System. Chapter 3 summarizes useful
plotting features for modeling time series. Five appendices provide information on the basic



use of analytic statements; data generation, editing and creation; SCA macro procedures; and
selected utility commands. More complete information on SCA commands can be found in
The SCA Statistical System: Reference Manual for Fundamental Capabilities.
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CHAPTER 1

INTRODUCTION

The Forecasting and Modeling Package of the SCA Statistical System is comprised of
four products. These products are:

UTS:

Extended UTS:

MTS:

ECON/M:

Univariate time series analysis and forecasting using Box-Jenkins ARIMA,
intervention and transfer function models. This product also includes
forecasting capabilities using general exponential smoothing methods.

Univariate time series analysis and forecasting with automatic outlier
detection and adjustment, as well as analysis and forecasting of time series
containing missing data

Multivariate time series analysis and forecasting using vector ARMA
models

Econometric modeling and forecasting using simultaneous transfer
function models. This module also provides the seasonal adjustment
procedures X-11, X-11-ARIMA, and a model-based canonical
decomposition method.

This manual describes the capabilities of the SCA UTS and Extended UTS products of the
SCA System. Capabilities described in this manual (and chapters containing them) include:

Plotting data: Plots of one or more variables over time, and scatter

(Chapter 3)

plots of two or more variables.

Linear regression analysis: Multiple linear regression analysis, the effect of serial

(Chapter 4)

correlation, and dynamic regression

Box-Jenkins ARIMA Time series analysis and forecasting of a single series
modeling: (Chapter 10) using Box-Jenkins ARIMA models. Data simulation

is also discussed.

Intervention analysis: Modeling and analysis of the effects of known
(Chapter 6) external events on a single time series.

Outlier detection and Descriptions of outliers and methods for outlier
adjustment: detection and adjustment. Also included are

(Chapter 7)

forecasting in the presence of outliers and modeling a
time series that contains missing observations.



Transfer function
modeling:
(Chapter 8)

General exponential
smoothing forecasting:
(Chapter 9)

Analytic functions and
matrix operations:
(Appendix A)

Data generation:
(Appendix B)

Modeling a response variable (series) in the presence of
one or more explanatory variables and a serially
correlated disturbance term. Also presented are special
cases of transfer function models; applications of
transfer function modeling for handling the effects of
trading days and moving holidays; and data simulation.

Forecasting a nonseasonal series using single and
double exponential smoothing, or Holt's two parameter
method. Forecasting a seasonal series using Winters
additive or multiplicative methods, seasonal indicators
and harmonic functions. Relationships to Box-Jenkins
ARIMA models are also discussed.

Analytic functions and matrix operations that
supplement the SCA System's statistical capabilities.

User specified data generation, editing and other data
manipulation of variables that are not necessarily time

dependent.

Time series data
generation: (Appendix C)

User specified data generation and editing of time
series data.

Macro procedures:
(Appendix D)

Creation and use of sequences of SCA statements to
either perform SCA data analyses or to augment SCA
capabilities.

Utility information:
(Appendix E)

Output saving and review, management of files,
internal workspace (memory), and other utility related
tasks of an SCA session.

Most of the information contained in the Appendices is condensed from that described
in The SCA Statistical System: Reference Manual for Fundamental Capabilities and The SCA
Statistical System: Reference Manual for General Statistical Analysis. Selected information
regarding the basic use of the SCA System and data entry can be found in Chapter 2. The
information in Chapter 2 and the Appendices are designed to provide self-contained
documentation for the use of the SCA-UTS and Extended UTS products.

Whenever possible, material in this manual is presented in a “data analysis” form. That
is, SCA System capabilities, commands, and output are usually presented within the context
of a data analysis. Examples have been chosen to both demonstrate the use of the SCA
System and to provide some broad guidelines for forecasting and time series analysis. One
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key reference and source of examples in this manual is the text Time Series Analysis:
Forecasting and Control by Box and Jenkins (1970). This text contains many important
concepts and properties of forecasting and time series analysis.

1.1  Forecasting and Time Series Analysis for Business, Industry and the
Public Sector

In recent years, business, industry and the public sector have coped with the two-fold
problem of providing quality goods and services while contending with limited or shrinking
resources. Statistical methods can provide broad and effective means to address this problem.

In particular, accurate forecasts are necessary for such diverse activities as capital
budgeting, sales forecasting, market research, financial planning, and inventory planning and
control. Statistical modeling and analyses are important for such activities as understanding
the structure of a process, price analyses, and impact (or regulatory) analyses. The overall
decision making process can benefit greatly from accurate forecasting and modeling tools.

Processes of interest are usually characterized by the response measured for one or more
process attributes. In addition to such responses, we may also have recorded the values or
operating conditions of possibly related (explanatory) variables. Statistical methods are often
used to construct models that employ some, or all, of this information. Box (1979a) has noted
that “Models ... are never true, but fortunately it is only necessary that they be useful”.

One key element in statistical model building is how to deal with variation. Whenever
we attempt to learn about a process, we are faced with dealing with the natural variation that
is present in it. Such variation is confounded with the variation that occurs in simply
determining (measuring) the values of all variables related to the model. In the case of data
that are gathered according to some time order, we also must account for the time related
correlation that is present in recorded values. Time series methods have proven useful for the
characterization and forecasting of such time dependent processes.

1.2 TIterative Model Building and the SCA Statistical System

Box has often noted (e.g., 1974, 1976, 1979a, 1979b, and 1983) that statistical analyses
or model building are most effective when an inductive-deductive approach is used.
Observation and basic knowledge leads to the postulation of a theory or model. The theory or
model is tried and the results are reviewed to provide insight for the modification or
correction of the theory or model as necessary. The process continues until a satisfactory
result is obtained. Within the model building process, this is realized as the cycle of initial
model identification (or specification), model estimation, and diagnostic checking.

With the advent of high-speed computers, model building can be automated by
incorporating sophisticated rules for decision making. Box (1984) notes that he and Gwilym
Jenkins “thought that it was particularly important not to try to make the model-building
process automatic and entirely controlled by the computer, but to ensure that the human brain
intervened and controlled, particularly at the identification and the diagnostic checking/model



modification stages. Subsequent experience has (he contends) demonstrated the rightness of
this idea”. This dynamic inductive-deductive approach to model building and analysis is
greatly facilitated by the flexibility in the SCA Statistical System allowing its capabilities to
be blended in any logical order for such purposes. The SCA System also provides important
automated capabilities for model estimation and modification.

1.3  The SCA System

The Scientific Computing Associates Corporation (SCA) provides several self-
contained modules in its statistical software system. At present, the SCA Statistical System
includes the SCA-UTS module for univariate time series analysis and forecasting, the
Extended UTS module for univariate time series analysis and forecasting with automatic
outlier detection and adjustment, the SCA-MTS module for multivariate time series analysis
and forecasting, the SCA-ECON/M module for econometric modeling and forecasting, the
SCA-GSA module for general statistical analysis, and the SCA-QPI module for industrial
quality and process improvement. The capabilities of other modules are discussed in other
documents. In addition to its own unique capabilities, each module of the SCA System also
contains a complete set of SCA fundamental capabilities, including data input and output,
analytic functions and matrix operations, data manipulation and editing, histograms and plots,
macro procedures and other utility capabilities. Details regarding these capabilities are also
described in The SCA Statistical System: Reference Manual for Fundamental Capabilities.

The modules described above are available as components in three statistical packages
offered by SCA. These packages and their component modules are:

General Application Package: GSA
Forecasting and Modeling Package: UTS, Extended UTS, MTS, ECON/M and GSA
Quality Improvement Package: QPI and GSA

In addition to the statistical modules described above, SCA provides software for
employing windows and graphics, the SCA Windows/Graphics Package. This package
provides an innovative means to integrate the computing power of mainframe computers and
workstations with the user-friendly features and high-resolution graphics capabilities available
on personal computers. The SCA Windows/Graphics Package provides for:

A window environment for the SCA System,

Menus to access all SCA capabilities,

Convenient on-line help for SCA capabilities, and

Two-way data transfer between mainframe computers and a PC.

A component of the SCA Windows/Graphics Package is the PC product SCAGRAF.
SCAGRAF is a Microsoft Windows application product providing such statistical and
graphical features as:
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Single (and multiple) time series plots and scatter plots,
Box-Cox transformations,

Time series model identification tools,

Forecast and outlier plots,

Quality control charts, and

Contour plots,

Many of the figures in this document were generated using SCAGRAF.
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CHAPTER 2

SYSTEM BASICS

Every software system has its own vocabulary and language to put user’s “words” into
action. This chapter provides the basics of the SCA command language and the use of the
SCA System. In addition, information concerning the entry of data to the SCA System is also
provided. More complete information can be found in The SCA Statistical System: Reference
Manual for Fundamental Capabilities.

2.1  Getting Started

The SCA System is a command driven system. That is, the System responds to user
instructions (commands) rather than to user chosen options from a menu. When the SCA
System is used through the SCA Windows/Graphics Package, a Command Builder creates
necessary commands from menu selections. In this manner, the SCA System has the same
command language at all computing levels. All command lines must be followed by a
carriage return. For easier reading in the remainder of this manual, we shall not explicitly
display ‘<cr>’ (carriage return) when presenting command lines. However, all command
lines of the SCA System are preceded with the symbols ‘-- >’ as a means to indicate a line
entered by the user. The symbols -- >’ themselves should not be entered.

Mainframe and workstation computers

To access the SCA System on a mainframe computer, we enter
SCA (or sca)

If this command does not invoke the System, a local computer consultant should be contacted
regarding the appropriate command. It is possible a computing center may have installed the
SCA System under a different command name.

Personal computers

The SCA System is also available for use on personal computers having a DOS, OS/2 or
Macintosh operating system. Within the DOS or OS/2 environment, we first enter the
subdirectory in which the SCA System was installed. The PC SCA System installation guide
advises that the subdirectory be named SCA for DOS operating systems and OS2-SCA for
OS/2 operating system. Thus enter

CD \SCA (or CD \OS2-SCA).

To invoke the SCA System in this directory, enter
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SCA

To invoke the SCA System on Macintosh, we can simply double click the SCA icon
from the folder in which it is stored. The icon should be created when the SCA System is
installed.

Svstem heading and prompt

When the SCA System is appropriately invoked, a set of short descriptive information
appears. For example, the heading at an IBM/CMS mainframe site will be something like

* * % * * COMPUTER SERIAL NUMBER ( 172353 / 12345 ) * * * x *

THE SCA STATISTICAL SYSTEM ( RELEASE IV.3 )

SCA PRODUCT IDENTIFICATION: GSA, UTS, MTS, ECON/M & QPI

HOST COMPUTER OPERATING SYSTEM: IBM/CMS

COPYRIGHT 1985 - 1990, SCIENTIFIC COMPUTING ASSOCIATES. ALL RIGHTS RESERVED
RELEASED DATE: 3/ 1/90

SIZE OF WORKSPACE IS 50000 SINGLE PRECISION WORDS
DATE -- 11/30/90 TIME -- 10:10:43

This set of information includes SCA release version, product names, host computer and
operating system, and workspace (memory) size. The heading information is followed by a
double dash, ‘--°. The double dash is a prompt issued by the SCA System. This indicates we
can now enter an SCA command.

When the SCA System on a mainframe or workstation computer is invoked through the
SCA Windows/Graphics Package (see the related document SCA Windows/Graphics Package
User's Guide for more information), the following windows appear on the PC screen.
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=| SCA Windows Menu
System UWtility File Data Display GSA Quality Analysis Modeling Others
=] SCA Output Window: SCAOUTP.OTP [=]=
[ *® ¥ * COMPUTER SERIAL NUMBER T2353 7 12345 ) * ¥ ¥ ¥ ¥ +
THE SCA STATISTICAL SYSTEM ( RELERASE IV .3 )
SGCA PRODUCT IDEWNTIFICATIOW: GSA, UTS, MTS, EGCGON/HM & QFI -
HOST COMPUTER OFPERATIHMG SYSTEM: IBM/JCHMS
CGOPYRIGHT 19285 — 1998, SCIENTIFIC COMPUTIHG ASSOCIATES . ALL RIGHTS RESER
RELEASED DATE: 3F 179086
SIZE OF WORKSFPACE 1% L8008 SINGLE PRECISION WORDS
DATE —— 1728721 TIME —— 16:51:25
= 5CA Command Window: SCAHIST.CMD [+]=
SCA > [+]
-
-
[ .

The heading information and subsequent SCA output are contained in the output
window SCAOUTP.OTP. SCA commands are entered in the SCA command window,
SCAHIST.CMD, or are generated from menu selections through the SCA Command Builder.

The command history (i.e., the set of all SCA commands entered) of the SCA session is
maintained in this window.

Creating a larger workspace environment

We can designate a larger workspace (memory) size for an SCA session when we
invoke the SCA System. This is a useful feature when we are dealing with larger data sets or
complex computations. The amount of workspace that can be designated may be restricted
due to local computer installation constraints or an SCA System constraint, depending on the
subscription level. The maximum workspace size for the SCA System on personal computers
varies between 30K and 35K words (1K words = 1000 words), while the maximum

workspace for the SCA System on mainframe and workstation computers usually does not
have a specific limit.

The designation of a larger workspace varies somewhat between computers and
operating systems. For most operating systems, invoking the SCA System with

SCA n
where n is an integer, will allocate nK words of memory for the session. The instruction is

different for IBM TSO and CMS operating systems where we must use either
SCA SIZE(n) (for an IBM TSO operating system)
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or
SCA SIZE n (for an IBM CMS operating system)

If none of the above instructions affect the workspace size, it is necessary to check with a
local computer consultant to determine what to do.

2.2 General Syntax of System Commands

Once we are in the SCA System, we have begun an SCA session. All SCA commands
within a session are the same across all computer types. These commands are also called
“statements”.

Each statement is entered after the ‘--° prompt. We can use blanks freely in a statement
to space words, but blanks cannot be used within names or numbers. Usually command lines
are limited to 72 spaces and most commands can be written in one line. If we need to
continue to another line, the current line must be ended with the character ‘@’. We refer to
the symbol ‘@’ as the continuation character. It must be the last non-blank character of any
line being continued. It cannot be used as a hyphenation character. That is, words and
numbers cannot be divided with ‘@’. The SCA System processes a command whenever a
line is entered that does not end with ‘@’.

Analytic statements

There are two types of statements that we can use during an SCA session, analytic or
“English-like”. Analytic statements are used for most vector and matrix operations or
manipulations. These statements have the general form

V=¢€

where “e” is an expression involving a combination of operators and variable names (the
labels used to retain data in the SCA workspace); and “v” is a variable name (label) that will
be used to hold results. For example,

LNY = LN(Y)

will take the natural logarithm of the data currently being held in the variable Y and
store the result into the variable LNY. The statement

TEMP = INV(A) # B

will multiply the matrix B by the inverse of the matrix A (i.e., A™'B), then store the
results into the variable TEMP.

A complete list of SCA analytic functions and matrix operators can be found in
Appendix A. Some examples are also provided. A more detailed discussion regarding
analytic statements can be found in The SCA System: Reference Manual for Fundamental

Capabilities.
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English-like statements

English-like statements (or paragraphs) are used to accomplish most operations in an
SCA session. These statements consist of a paragraph name that can be followed by one or
more modifying sentences. For example,

PRINT VARIABLE IS GROWTH

is an English-like statement. The paragraph name is PRINT and the modifying sentence is
VARIABLE IS GROWTH. Here the function of the statement is implicit in the paragraph
name. Information contained in the single modifying sentence is sufficient for the execution
of the command.

The first word of a paragraph must be a valid paragraph name. This name is then
followed by any number of modifying sentences. Sentences have no specific order of entry.
A sentence must be ended with a period if another sentence is to follow. Each line within
the paragraph, except for the last line, must have the continuation character (‘@’) as its last
character.

Modifying sentences fall into two categories: required and optional. A sentence is
optional if there is a default condition (or value) that can be used during the execution of the
paragraph. An optional sentence is used only if we wish to change a default condition. A
sentence is required if no default condition (or value) exists. If we omit any required
sentence, the System will issue prompts requesting the information omitted.

For example, suppose there are two variables in the SCA workspace, TAX and
INCOME, each containing 200 values. If we enter

PLOT VARIABLES ARE TAX, INCOME

then the System will produce a scatter plot using all 200 data pairs (see Chapter 3 for more
information on scatter plots). If we enter

PLOT VARIABLES ARE TAX, INCOME. SPANIS 1,150

then the System will produce a scatter plot using only the first 150 pairs of data. The
sentences VARIABLES and SPAN must be separated by a period. If we only enter

PLOT SPAN IS 1,150

then the System will prompt us for the variables to be used in the plot, since VARIABLES is
a required sentence.

Most frequently used required sentence

For our convenience, the subject and verb of the “'most frequently used sentence" of a
paragraph can be omitted provided the sentence is the first sentence used after the paragraph
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name. For example, the VARIABLE sentence is the most frequently used sentence of both
the PRINT and PLOT paragraphs. If we desire, we can omit the words VARIABLES ARE in
these paragraphs. That is, the statement

PRINT GROWTH
is equivalent to the statement
PRINT VARIABLE IS GROWTH
The statement
PLOT TAX, INCOME. SPAN IS 1,150
is processed by the SCA System in the same fashion as the statement
PLOT VARIABLES ARE TAX, INCOME. SPAN IS 1, 150
Note that if the statement
PLOT SPAN IS 1,150. TAX, INCOME
is entered, then an error occurs. The System would interpret TAX as the first three letters of a
sentence name and not as variable information. Very often, the “most frequently used
sentence” is the only sentence specified in a paragraph. The portion of the “most frequently

used sentence” that can be omitted is highlighted in the syntax description for every paragraph
of the SCA System.

2.3 An Example

To illustrate the types of commands and using the SCA System, we will examine some
data taken from the text Statistics for Experimenters by Box, Hunter and Hunter (1978). The
data, shown below, are the growth rate (in coded units) of experimental rats and the amount
(in grams) of a dietary substance fed to the rats.
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Growth rate  Dietary supplement

73 10
78 10
85 15
90 20
91 20
87 25
86 25
91 25
75 30
65 35

We first want to transmit (or enter) data into the System's workspace (memory). There
are many ways in which data can be entered. Complete information on the entry of data into
the SCA workspace is provided in Chapter 3 of The SCA Statistical System: Reference
Manual for Fundamental Capabilities. A summary of some frequently used methods for data
entry is given in Section 10 of this Chapter. In this example we will enter both columns of
data directly from the terminal. To enter the growth rate data we can enter

-->INPUT GROWTH

Note that the use of ‘-->’ in this document denotes a line we are entering (and should not be
typed). We also must press the carriage return key to end our entry. We have informed the
System that we will be transmitting data to it and want it retained in the System's workspace
(memory) under the label GROWTH. Any valid name (see Section 2.4) can be used as a label
for a variable. GROWTH has been chosen since this label is well suited to designate the data.
The System responds with

READY FOR DATA INPUT

The ‘--° prompt is not displayed because the System is not expecting any sort of instruction,
just data. We can enter the data on one line by entering:

-->73 78 8590 91 87 86 91 75 65
In order to tell the System that we are finished entering data for GROWTH, we now type
-->END OF DATA

The System responds with

GROWTH , A 10 BY 1 VARIABLE, IS STORED IN THE WORKSPACE

Now we enter the dietary supplement data and retain it in the workspace under the label
DIET.
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-->INPUT DIET
READY FOR DATA INPUT

-->10 10 15 20 20 25 25 25 30 35
-->END OF DATA

DIET , A 10 BY 1 VARIABLE, IS STORED IN THE WORKSPACE

Before we continue, we can display the data that has been transmitted. We do this by
entering

-->PRINT GROWTH, DIET

GROWTH IS A 10 BY 1 VARIABLE
DIET IS A 10 BY 1 VARIABLE
VARIABLE GROWTH DIET
COLUMN--> 1 1
ROW
1 73.000 10.000
2 78.000 10.000
3 85.000 15.000
4 90.000 20.000
5 91.000 20.000
6 87.000 25.000
7 86.000 25.000
8 91.000 25.000
9 75.000 30.000
10 65.000 35.000

To get an idea of how growth rate and dietary supplement are related, we display a
scatter plot (see Chapter 3) by entering

-->PLOT GROWTH, DIET

91.80 + * *
I *
I
I 2
I *
82.80 +
I
G 1
R I o*
o I *
W 73.80 + *
T I
H I
1
I
64.80 + *
—4mmmmm—m - Fmmmmmmm - Fmmm - Fmmmmmmm - +
9.10 16.10 23.10 30.10 37.10

DIET
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We observe that the effect of the dietary supplement on the growth rate increases to a
peak level, then falls off. As a result we may wish to use regression analysis (see Chapter 4)
to estimate the model.

Y =b, +b,X+b,X? +error

where Y is the growth rate and X is the amount of dietary supplement. We do not have the
quadratic term, X° at present, but we can create it by using an analytic statement (see
Appendix A). One means to create X’ is to enter

-->DIET2 = DIET**2

The data generated by this command are retained in the workspace under the label DIET2.
We are now ready for a regression analysis. We can fit the model above by entering

-->REGRESS GROWTH, DIET, DIET2

The output generated from this command is suppressed at this time. Other options are
available to us within the REGRESS paragraph, for example diagnostic checking, retaining
calculated values and methods of fitting (see Chapter 4 for more information).

2.4 Names and Abbreviations

All data and models are stored in the SCA workspace (memory). We are required to
provide names for all data and models that we place in the workspace. Other names used in
an SCA session (i.e., paragraph and sentence names) are a part of the System's command
language.

The names we specify for data or models can be of any length, although only the first
eight characters are interpreted by the System. The first character of a name (label) must
be a letter. The other characters may be letters, numbers or the underscore symbol, © ’.
Blanks cannot be used as part of a name. Examples of valid names that we may specify
are:

X, XDATA, X DATA, X1, SERIES1, SERIES 1, DATASETI,
XDCDDEA, S33E45, F55XX_2, INFORMATION FOR_SERIES 1

Examples of some invalid names are:

1X (the first character is not a letter)
X DATA (blanks are not permitted)
X0DATA (the special character ‘-¢, hyphen, is not permitted)
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Abbreviation rules

All names used in an SCA session can be abbreviated. Names and labels that we
specify are identified by the SCA System by their first eight (8) characters only. Hence the
name

INFORMATION FOR SERIES 1

is interpreted by the SCA System as INFORMAT. The remaining characters are not
maintained in memory, but may be used for readability. Thus, the name

INFORMATION FOR_SERIES 2

is also interpreted by the System as INFORMAT. As a result, if we transmit data sequentially
using these two names then all data first stored in the workspace under the label INFORMAT
would be overwritten by the latter.

All sentence names are uniquely defined by their first three characters. Paragraph
names are likewise defined, with a few exceptions due to name multiplicity (e.g., CORNER
and CORRELATION). These names may be reduced to the first four characters. For
example, the System internally interprets the statement

-->PLOT VARIABLES ARE WITHHOLDING, INCOME. @
> SPAN IS 1, 30.

as
-->PLO VAR ARE WITHHOLD, INCOME. SPA IS 1, 30.

2.5 Reserved Words and Symbols

Certain words and symbols have special meaning to the SCA System. They are
summarized below and should only be used in their special context. More details can be
found in The SCA Statistical System: Reference Manual for Fundamental Capabilities.

(1) FOR, TO, BY and § are used to specify an implied list of arguments.

(2) The apostrophe ( ) is used in the identification of character strings.

(3) @ s a continuation symbol. It can also be used within macro procedures.

(4) -- 1sinterpreted as an in-line comment when it is specified by the user.

(5) . specifies either a decimal point or a period.

(6) IS, ARE, IN, and ON are used as verbs within SCA sentences provided they

immediately follow a sentence name. Otherwise, they are interpreted as variable
names.
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(7) The exclamation mark ! 1s used to cancel a statement when it appears as the last
character of a statement.

2.6  Obtaining On-Line Help

The SCA System provides interactive on-line help on the capabilities and syntax of
statements of the System. To obtain help information, enter the statement

-->HELP

More complete information is then provided. To obtain information on a specific SCA
paragraph, enter

-->HELP paragraph-name

To terminate a help session on mainframe computers, enter QUIT. To terminate the help

session on a PC, press the ESC key. The System will then display the prompt ‘--* and the
user will be at that position in an SCA session where help was requested. (If the DOS or

OS/2 prompt ‘C>" appears in the PC environment, enter the command QUIT.)

2.7  Responding to Prompts

Whenever a required sentence of a paragraph is either omitted or incomplete, the
System will prompt for information it requires. When the System issues prompts, it only
wants a direct response to its inquiries. For example, if we enter the statement

-->PLOT
rather than the statement
-->PLOT TAX, INCOME

then the System will issue a prompt for the variable names omitted. Although the sentence
that has been omitted is VARIABLES ARE TAX, INCOME, the System does not want the
entry of the text for this full sentence. In issuing a prompt, the System “knows” what
sentence has been omitted, and it only wants the information omitted, i.e., TAX and
INCOME. The response we need to provide is simply

-->TAX, INCOME

Prompts will continue until the System has all the necessary information it requires to
proceed with the specified paragraph. If we wish to terminate the prompting session, we can
do so by entering the instruction QUIT. In addition to terminating the prompting session, the
QUIT command will also abort the execution of the paragraph.
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Panic Buttons

Occasionally, we may want to stop what is currently happening and get back to the basic
command level (‘--°). The following are useful “panic” buttons:

(1)

2)

€)

2.9

2.10

CTRL-C The execution of any paragraph can be terminated by simultaneously
holding down the CTRL and C keys (or Break key for IBM MVS and IBM CMS
operating systems). Output may not stop immediately as some output may already
have been sent to a print buffer. In the IBM MVS and IBM CMS environments, be
careful not to enter the Break key continuously as three successive entries of the Break
key will terminate the SCA session.

QUIT  The instruction QUIT will terminate any prompting session. This will also
terminate the execution of the specified command.

! The exclamation mark will cancel any statement, provided it is the last character of
the statement. For example, suppose we enter the lines

-->PLOT TEX, INCOME. @
-->  SPAN IS 1,30

If we realize we have misspelled TAX as TEX before we transmit the second line, we
can cancel the entire command by ending the second line with ‘! ‘.

Ending an SCA Session

To exit from an SCA session, enter the command

-->STOP

Entering Data

There are many ways in which data can be transmitted to the SCA System. This section
presents examples of the most common ways to enter data. The SCA paragraph INPUT may
be used to transmit any data to the SCA System. Other paragraphs, BINPUT and FINPUT,
are also available for special types of data.

2.10.1 Entering data from the terminal

We will first demonstrate how to enter data directly from a terminal during an SCA
session. We will use the two data sets presented in Section 2.3 of this Chapter, growth rate
and dietary supplement. The data sets are small enough that we may consider entering the
data directly from the keyboard. Previously, all the data of one variable were entered, then all
the data of the other were entered. This is called variable by variable data entry.
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Alternatively, we could choose to enter both variables at the same time by entering the first
pair of data, then the second, and so on. This is called case by case data entry.

Entering data of a single variable

To enter the data for growth rate in a variable by variable fashion and store the data in
the SCA workspace under the label GROWTH, enter

-->INPUT GROWTH
This is equivalent to the statement
-->INPUT VARIABLE IS GROWTH

in which the complete VARIABLE sentence is specified. The System responds with

READY FOR DATA INPUT

We now can enter data using free format (that is, data are separated by one or more blanks).
We can enter all data on the same line, for example

-->73 78 85 90 91 87 86 91 75 65
or

->73 78 85 90 91 87 86 91 75 65
We can also enter one data value per line, for example

—>73
> 78
> 85
> 90
> 9]
>87
> 86
>9]
> 75
> 65

or we could enter the data on multiple lines
-->73 78 85

-> 90 91
-->8786 91 75 65
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As soon as we are through entering data, we enter
-->END OF DATA (or -->END)

This completes the data entry for the variable GROWTH. The System will then respond with
the message

GROWTH , A 10 BY 1 VARIABLE, IS STORED IN THE WORKSPACE

Entering data for more than one variable

Instead of entering the two data sets in a variable by variable fashion, we could transmit
both data sets simultaneously (i.e., in a case by case fashion) by entering

-->INPUT GROWTH, DIET

After the System prompt for data, we enter the ten cases of data using free format. Each case
must be on a new line (record). This is, we enter

-->73 10
-->78 10
-->85 15
-->90 20
-->91 20
-->87 25
-->86 25
-->91 25
-->75 30
-->65 35
-->END OF DATA

The System will then respond with the message

GROWTH , A 10 BY 1 VARIABLE, IS STORED IN THE WORKSPACE
DIET , A 10 BY 1 VARIABLE, IS STORED IN THE WORKSPACE

Each case (or record, or row) is transmitted in free format, so that the alignment shown above
is arbitrary. Each line of data can be written in any convenient form.

2.10.2 Options related to the INPUT paragraph

When we enter data from the terminal, the only required sentence associated with the
INPUT paragraph is the VARIABLES sentence. Unless informed otherwise, the SCA System
assumes the data of any variable to be in free format, be a single column vector, be of single
precision, and have no missing values. If we need to change any of these default conditions
then an appropriate modifying sentence must be added.
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Entering a matrix of data

When we transmit a matrix of data to the SCA System, we need to indicate the number
of columns (NCOL) in the matrix. The number of rows is determined from the number of
rows of data entered. For example, suppose the growth rate data was actually a matrix
consisting of two columns of data. The value in the first column is the growth rate in week 1
and the value in the second column is the growth rate in week 2. To enter the GROWTH data
as a 10 x 2 matrix, we may enter

-->INPUT GROWTH. NCOL ARE 2.

and now enter data in a case by case fashion after the System prompt, for example

-->73 70
-->78 81
-->85 86
-->90 &7
-->91 92
-->87 86
-->86 87
-->91 &9
-->75 79
-->65 62
-->END OF DATA

The default value of NCOL for each variable is 1. If NCOL is changed from 1 for any
variable, then data must be transmitted in a case by case fashion as above. For example, if we
enter

-->INPUT XVECTOR, YMATRIX. NCOL ARE 1, 3.
and enter the following data

-->12345678
->87654321
->01122333
-->END OF DATA

Then XVECTOR will be a 3 x 1 vector consisting of the values 1, 8, and 0; and YMATRIX
will be the 3 x 3 matrix

234

765
112

All values after the 1 + 3 = 4th column of any row are ignored by the System.
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Entering non-numeric data, the PRECISION sentence

The SCA System assumes that all data transmitted are single precision numeric data. To
alter this default, we need to employ the PRECISION sentence. For example, suppose dietary
data to be transmitted consist of the type of diet the rat was fed, A, B or C (i.e., character
data) as well as the above two weeks worth of growth data. We can enter the statement

-->INPUT GROWTH, DIET. NCOLS ARE 2,1. @
--> PRECISIONS ARE SINGLE, CHARACTER

Here two modifying sentences, NCOL and PRECISIONS, are used. NCOL specifies that the
variable GROWTH has two columns of data and that DIET has one column of data. The
PRECISION sentence is used to specify that DIET consists of character information. Since
the default condition of the PRECISION sentence was changed for one variable (DIET), we
need to specify the appropriate modifier for all variables of the sentence. Also note that since

we were unable to write the INPUT statement entirely on one line, we used the continuation
symbol, ‘@’.

2.10.3 Entering data from a file

In practice, we do not always enter data directly from a terminal. Often data exists on
an external “flat file”. A “flat file” is one that can be created or edited by a text editor. Flat
files generally contain only one data set, or one set of case by case data records. When we
enter data from an external file, we need to include the modifying sentence FILE in the
INPUT paragraph to inform the SCA System that the data exists on a file as well as providing
the file's name. If the FILE sentence is omitted, the System will assume that the data will be
entered directly from the keyboard. Specification of the FILE sentence does not affect other
default conditions of the INPUT paragraph (e.g., free format, single precision, no missing
data). The line END OF DATA is not necessary in the external file, as the System will
understand when it encounters the physical end of the file. For example, to enter the single
variable GROWTH from file, we enter

-->INPUT GROWTH. FILE IS ‘file-name’

where “file-name” represents the appropriate name of the file containing the data. The actual
name will be dependent on the conventions of the computer environment we are in. Note the
file name must be enclosed within a pair of single quotes.

Other modifying sentences, such as FORMAT, NCOL, and PRECISION can be
included as in the case that data are transmitted from a keyboard. The FORMAT sentence is
one that could be used if the data have been written onto the external file according to a
specific format.
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File name conventions

The convention used to name files varies according to the type of the computer and
operating system. For example GROWTH.DAT is a valid file name on VAX VMS
computers, GROWTH DATA Al is a valid file name on IBM CMS computers, and
U01234.GROWTH.DAT is a valid file name on IBM MVS computers. The file name
GROWTH.DAT is also valid on IBM PC's and compatibles operating under DOS. On PC
DOS computers, a drive may be added to a file name (e.g., A:GROWTH.DAT). If we are on
a VAX with a VMS operating system and our data are stored in the file GROWTH.DAT, we
would enter

-->INPUT GROWTH. FILE IS ‘GROWTH.DAT’
If we are on a PC with GROWTH.DAT in drive A, we would enter
-->INPUT GROWTH. FILE IS ‘A:GROWTH.DAT’

Note that the file name must be enclosed within the pair of single quotes (‘). In the remainder
of this document, we will employ data set names appropriate in a VAX VMS or PC DOS
setting, unless otherwise noted.

2.10.4 More examples of data entry

This section provides more examples on data entry using the INPUT paragraph. In
addition to the INPUT paragraph, the FINPUT and BINPUT paragraphs can be used to access
data that are stored on external files containing internal documentation specific for SCA
usage. Information on SCA files and related paragraphs can be found in The SCA Statistical
System: Reference Manual for Fundamental Capabilities.

In the following examples, we do not provide specific data. Instead data are only
described and illustrated when necessary.

(1) Entry of character and numeric data from a terminal

Three variables will be entered from the terminal in a case by case fashion. The first
variable is a list of names (last name and first name). The second and third are
mathematics and English scores. We need to alter both the defaults for PRECISION and
NCOL as the first variable is character data and has two columns of data. An appropriate
statement is

-->INPUT NAMES, MATH, ENGLISH. NCOLS ARE 2,1,1. @
--> PRECISIONS ARE CHARACTER, SINGLE, SINGLE

(2) Entry of character and numeric data from a file

Same data as in (1), but the data is on an IBM CMS file TESTDATA DATA Al. An
appropriate statement is
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-->INPUT NAMES, MATH, ENGLISH. NCOL ARE 2,1,1. @
> FILE IS ‘TESTDATA DATA A1’. @
--> PRECISIONS ARE CHARACTER, SINGLE, SINGLE

(3) Specifying a format for data

Some sales data have been downloaded from a mainframe computer to a PC. The name of
the file on PC is SALES.DAT. The data are of one variable. There are 15 years of data,
with each record having the sales totals (in thousands of dollars) for each month of the
year. The data have been compressed so that a typical record on the file looks like

95.3 88.2 87.1 90.2 88.1 91.4101.3 87.2 88.6 91.6 95.8100.4

That is, the sales for January were $95,300, the sales for February $88,200, and so on. We
need to include a FORMAT statement indicating that every record has 12 sets of numbers,
each number is in a field of 5 characters of the form “xxx.x”. An appropriate statement
for this data is

-->INPUT SALES. FILE IS ‘SALES.DAT’. @
--> FORMAT IS ‘12F5.1°

(4) Data having missing data code as values

We will transmit the same data as in (3), but some months had missing sales figures. In
those cases the missing data code ***** appears in the five character string for the
month. For example, suppose the third value of the “typical record” is missing. Then this

record 1s
95.3 88.2***** 90,2 88.1 91.4101.3 87.2 88.6 91.6 95.8100.4

In this case the statement given in (3) is still appropriate for data entry.

(5) Data having a numeric substitute for missing values

Same data as in (4), except those missing entries are recorded as -99.9. We can either use
the INPUT statement of (3) above and work with the value -99.9, or we

can redefine -99.9 to an internal missing data code. In the latter case, we can employ the
statement

-->INPUT SALES. FILE IS'SALES.DAT. @
--> FORMAT IS '12F5.1'.  REDEFINE -99.9

REFERENCE

Box, G.E.P., Hunter, W.G., and Hunter, J.S. (1978). Statistics for Experimenters. New Y ork:
Wiley.



CHAPTER 3

PLOTTING DATA

Data displays in various forms are essential tools in the analyses of a data set. Often the
best way to comprehend data comes from visual depictions, rather than from extensive
statistical analyses. We can immediately realize the need to account for trend or the seasonal
behavior of time series data through a time plot, a plot of the data over time. Relationships
that may exist between variables can be discerned through scatter plots, plots of one variable
against another. Moreover, we may be able to determine the basic functional form of
relationships (e.g., linear, quadratic) with these plots. We may discover that it may be more
appropriate statistically to analyze the data in a metric other than the one in which the data are
recorded. For example, a logarithmic, square root, or other type of transformation, may be
appropriate. Spurious observations, or typographical errors in data entry, may be quickly
spotted in a data plot. For such reasons, it is important that we should always view data first
instead of relying on statistical summaries alone.

The SCA System provides a number of paragraphs useful in the display of data. Time
plots and scatter plots are discussed in this Chapter. Plots specific to experimental design and
analysis or statistical control are found in the SCA reference manual Quality and Productivity
Improvement Using the SCA Statistical System. Histograms dispersion plots and probability
plots are explained in the SCA reference manual The SCA Statistical System: Reference
Manual for Fundamental Capabilities.

3.1 Plotting Data Over Time

Data collected over time usually embody some time dependent characteristics. The
exact nature of these characteristics are not always obvious. Some may be suspected or
assumed, such as a trend or seasonal behavior, as occur often in business data. Others may be
hidden. For example, an experiment may be conducted in which the cutting precision of a
tool on metals of various alloy compositions is measured. It may be the case that the tool is
subject to wear regardless of the metal being cut, hence it may be necessary to include time as
a factor in the analysis. In general, if data are gathered or recorded in any sort of time
dependent order, it is a good practice to plot the data against time.

3.1.1 Plots of a single variable over time

A set of data from the Commodity Year Book (1986) will be used to illustrate plots over
time. The data, listed in Table 3.1, are comprised of monthly observations, from January
1980 through December 1986, of the following prices:

(1) The average wholesale price of gasoline (regular grade, leaded)
(2) The average price of crude petroleum at wells
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The data are stored in the SCA workspace under the names PGAS and PCRUDE,
respectively. A more complete description and analysis of these data can be found in
Chapters 4 and 5.

Table 3.1 Gasoline data

Gasoline Crude oil Gasoline  Crude oil
Obs. Month Price Price Obs. Month Price Price
PGAS PCRUDE PGAS PCRUDE
1 1/80 481.1 447.8 37 1/83 576.7 627.5
2 2/80 517.5 449.1 38 2/83 551.4 604.1
3 3/80 560.4 455.8 39 3/83 533.5 591.1
4 4/80 585.4 465.5 40 4/83 515.3 591.1
5 5/80 595.5 470.9 41 5/83 537.2 591.1
6 6/80 598.6 478.6 42 6/83 559.5 591.0
7 7/80 601.1 480.7 43 7/83 566.6 589.1
8 8/80 602.9 494.2 44 8/83 571.2 588.6
9 9/80 599.6 498.1 45 9/83 566.3 589.1
10 10/80 591.5 505.3 46 10/83 559.2 589.1
11 11/80 590.8 523.6 47 11/83 548.2 589.0
12 12/80 596.1 551.7 48 12/83 535.8 588.0
13 1/81 607.5 614.1 49 1/84 518.3 589.0
14 2/81 632.9 734.7 50 2/84 512.4 589.0
15 3/81 683.2 734.8 51 3/84 517.9 589.0
16 4/81 694.7 734.5 52 4/84 520.5 587.5
17 5/81 690.4 732.3 53 5/84 532.6 587.5
18 6/81 685.6 711.3 54 6/84 531.0 587.0
19 7/81 677.4 696.5 55 7/84 520.9 586.4
20 8/81 668.4 694.7 56 8/84 504.6 585.1
21 9/81 666.4 694.7 57 9/84 500.3 584.7
22 10/81 666.1 687.2 58 10/84 509.8 584.0
23 11/81 661.7 685.2 59 11/84 511.3 571.8
24 12/81 657.7 686.3 60 12/84 502.0 566.2
25 1/82 651.7 686.3 61 1/85 480.5 550.3
26 2/82 642.3 671.6 62 2/85 458.4 536.3
27 3/82 621.1 649.3 63 3/85 467.2 536.6
28 4/82 578.6 6259 64 4/85 493.9 538.4
29 5/82 555.7 625.8 65 5/85 522.5 541.3
30 6/82 582.7 626.2 66 6/85 535.7 540.6
31 7/82 628.8 626.3 67 7/85 539.3 539.6
32 8/82 636.3 626.3 68 8/85 526.7 5354
33 9/82 628.4 626.7 69 9/85 513.6 536.6
34 10/82 617.2 641.1 70 10/85 506.1 539.2
35 11/82 611.0 640.0 71 11/85 520.1 541.8
36 12/82 600.7 628.1 72 12/85 523.0 5443

Since these data are collected on a monthly basis, we would like to indicate the end of
each year of data. We will plot the PGAS data using the TSPLOT (Time Series PLOT)
paragraph.
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-->TSPLOT PGAS. SEASONALITY IS 12. SYMBOL IS “*’.

TIME SERIES PLOT FOR THE VARIABLE PGAS
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We see the data are plotted against a horizontal time axis. Marks along the axis are at
multiples of 12, that specified in the SEASONALITY sentence. The use of the SYMBOLS
sentence is explained in detail in Section 3.3, but its purpose is evident.

Remark: The SEASONALITY sentence is a replacement of the sentence, TIC-MARK. In
the event your version of the SCA System does not recognize the SEASONALITY sentence,

it is likely you have an older version of the System. In such a case, please substitute TIC-
MARK for SEASONALITY.

The display provided by the TSPLOT paragraph is dependent on the output width
available to the SCA System. The SCA System automatically scales the plot to fit within the
space available for display, and the TSPLOT paragraph will uniquely represent any data point
displayed. Consequently, if the SCA System does not have “enough space” available to
present the complete time plot, it will truncate the data displayed. Since the last data points
are often the most influential in forecasting a time series, the SCA System plots all data it can
from the end of the series forward. Any truncation of data occurs at the beginning of the
series.

The display of the above plot was generated on a “wide screen”. The default output
width assumed by the SCA System is 80 characters. This value is appropriate for virtually all
output devices (terminals, printers, files). This output width can be altered by the PROFILE
paragraph (see The SCA Statistical System: Reference Manual For Fundamental
Capabilities). We can increase the output width to 132 characters (i.e., that of “large”
computer paper) by entering

PROFILE OWIDTH IS 132

If we are limited to 80 characters of output width, the following display occurs
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-->TSPLOT PGAS. SEASONALITY IS 12. SYMBOL IS “*’.

TIME SERIES PLOT FOR THE VARIABLE PGAS
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If we are confined to a limited output space yet desire a plot of the complete series, there
are two things we may do. One is to plot the series vertically rather than horizontally. This
may be done using the TPLOT paragraph (shown later). The second option is to split the plot
into pieces using the SPAN sentence. We will do this here, by displaying the first 36
observations then the last 36 observations. Since the range of values may be different in the
two plots, we will impose a range of 450 to 700. This appears reasonable given the values of
the above plot.

-->TSPLOT PGAS. SPANIS1,36. SEASONALITY IS 12. @
-> SYMBOL IS “*’.  RANGE IS 450, 700.

TIME SERIES PLOT FOR THE VARIABLE PGAS
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-->TSPLOT PGAS. SPANIS37,72. SYMBOLIS “*’. @
--> SEASONALITY IS 12,37. RANGE IS 450, 700.

TIME SERIES PLOT FOR THE VARIABLE PGAS
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3.1.2 Plots of more than one variable over time

We have several options available if we wish to display the plots of more than one
variable over time. One option is to use the TSPLOT separately for each variable. We can
also specify more than one variable in the TSPLOT paragraph. For example, suppose both
PGAS and PCRUDE are specified in TSPLOT. We have

-->TSPLOT PGAS, PCRUDE. SEASONALITY IS 12. SYMBOL IS "*'.

TIME SERIES PLOT FOR THE VARIABLE PGAS
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TIME SERIES PLOT FOR THE VARIABLE PCRUDE
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We obtain two separate time series plots, but the same range of values is used as the Y axis of
both plots. The SCA System automatically determines a range appropriate for all variables
involved.

We may wish to view the variables in the same display frame. This can be useful in
determining if the values assumed by one variable may be influenced by the values of
another. Perhaps one series “leads” another in some way. For example, a low value for one
series may indicate a low (or high) value of another series in a future time period. Similarly, a
turn in one series (e.g., a decreasing set of values that change to increasing) may indicate a
subsequent turn in another series.

The MTSPLOT (Multiple Time Series PLOT) paragraph may be used to display the
plots of two or more series, or variables, over time on the same frame. Data are distinguished
by letters. Unless we specify our own set of symbols, the symbol ‘A’ is used to represent the
first variable specified, ‘B’ for the second, and so on. The symbol ‘*’ is used if any displayed
values are coincident. We can specify our own symbols by including the SYMBOLS
sentence in the paragraph.

We will display the time plots of PGAS and PCRUDE in the same frame to illustrate the
use of the MTSPLOT paragraph. We will use the symbol ‘X’ to represent PGAS data and ‘+’
for PCRUDE data. As before, we will also include the SEASONALITY sentence. We have
increased the display width to assure plots of the complete data sets.
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-->MTSPLOT PGAS, PCRUDE. SEASONALITY IS 12. SYMBOLS ARE ‘X, ‘+’.

TIME SERIES PLOT FOR VARIABLES PGAS AND PCRUDE

———————————— B e T S e

720.00 + +H+++ +
I X+t I

I X XXX ++++ I

1 XXXXX + I

648.00 + XX+ ++ +
I X Xtttrrx 44 I

I * XX + I

I XXXXXXXXX X bbbt bbb I

576.00 + X X X X 44+ +
I X + X X XX XX ++ I

I X X XX XX bRk I

IX + X X XX X X XX XX I

504.00 + ++ X XXXXX X +
IX +++ X X I

I ++ X I

I+++ X I

432.00 + +
———————————— e T S e et TR

12 24 36 48 60 72

The MTSPLOT paragraph can be a useful visual tool if two variables are slightly “out of
synch”, or if we wish to display the actual values of a series together with forecasted values
(and standard errors). For more information on the latter, see Chapter 5. However, it is
possible that the overlap of the two or more plots presents a more confusing pattern than we
may like. Even less useful information may be obtained when either the range of values of
one variable dwarf those of another, or if the combined ranges of all variables are extreme.

3.1.3 Vertical time plots

The time axis for all plots above has been horizontal. This can be convenient for the
visual display of a relatively short series of data, but it can be limiting if a data set is lengthy.
As an alternative, we can choose to have a vertical time axis. This will permit the time plot of
a data set of any length, but the display will usually run over several pages, or screens. It is
advised that when a vertical time axis is used, the plot should be routed to a printer or to a file.

Two paragraphs are provided for plotting data over a vertical time axis, TPLOT and
MTPLOT. We can plot one or more data sets using TPLOT, and we can display multiple
plots on the same time frame using MTPLOT. MTPLOT offers more clarity than MTSPLOT
in its display of multiple plots since more “space” is available to it. Options for these
paragraphs are the same as for TSPLOT and MTSPLOT.

TPLOT provides us with an additional means to display more than one series. If more
than one variable is specified, then all variables will be shown in parallel to one another on
the display device. For example, consider a time plot of PGAS and PCRUDE in the same
TPLOT paragraph (the display has been edited for presentation purposes).



PCRUDE
540.000 660.000 780.000
600.000 720.000

480.000
B et e

PGAS
650.000
600.000 700.000
B bbbk Stutnlnt debebelel felebelnd dobelebel dbebed

550.000

500.000

PLOTTING DATA
-->TPLOT PGAS, PCRUDE. SEASONALITY IS 12. SYMBOL IS ‘X’.

450.000

3.8

LR ]
t]
XXXXXXX
<
~ E ]
» LRI x X
XXXXXXXXXXXXXXXXXXXXX
XX
XX XXXXXXXXXXXX
XXX
XXXX
XXX
HHHHHHHHHHH+HHHHHHHHHHH+HHHHHHHHHHH+HHHHHHHHHHH+HHHHHHHHHHH+FHHHHHHHHHAH+
~ <« © © o o~
- o~ ™ <« © ~
XXXXX
XXXXX
XX <
x 5 x XX
E R I T ] XX XX
< XX 5 x »
x = XXXXX
x t XX E ]
= XX = XXXXX t x x X
x XXXXX XX
= t x
XX
HHHHHHHHHHH+HHHHHHHHHHH+HHHHHHHHHHH+HHHHHHHHHHH+HHHHHHHHHHH+AHHHHHHHHHKHH+
o~ <« © © o o~
- o~ ™ < © ~



PLOTTING DATA 3.9

The advantage in this sort of display is that concurrent observations are aligned for
variables that may be related, but the individual pattern of each series is still separate from all
others. A disadvantage is that the width of the display device will diminish the resolution for
each series as more series are plotted in parallel. As with TSPLOT, we can increase the
display width through the PROFILE paragraph. Alternatively, we can limit the number of
series that are displayed. It is recommended that no more than three or four variables be
displayed at one time, depending on the width of the display device. There is a caution that
accompanies this recommendation. Since the width of any plot is a function of the number of
plots being displayed, the width and resolution of the display of the time plot of the same
series will be different if it is plotted alone, with one other series, or with more series. This
problem can be resolved easily.

Suppose we find that the resolution associated with the parallel display of three series is
what we want, but we need to plot five different series. The easiest “solution” to this problem
is to use TPLOT with any three of the series, then use TPLOT again with the remaining two
series and one of the first three plotted. By artificially “padding” the total number of series,
we have achieved the desired resolution for all plots that are displayed.

3.2 Scatter Plots

To illustrate plots of one or more variables against another, we will consider a data set
analyzed in Neter, Wasserman, and Kutner (1983, Chapters 8 and 11). The data came from a
study of the relation of bodyfat to triceps skinfold thickness and thigh circumference of 20
subjects. The data are shown in Table 3.2 and are stored in the SCA workspace under the
labels, BODYFAT, TRICEPTS, and THIGH, respectively.

Table 3.2 Bodyfat study data

Subject Triceps Skinfold Thigh Circumfrence Body Fat
4 Thickness TRICEPS THIGH BODYFAT
1 19.5 43.1 119
2 24.7 49.8 22.8
3 30.7 51.9 18.7
4 29.8 543 20.1
5 19.1 422 12.9
6 25.6 53.9 21.7
7 314 58.5 27.1
8 279 52.1 254
9 22.1 49.9 213
10 25.5 535 19.3
11 31.1 56.6 25.4
12 30.4 56.7 27.2
13 18.7 46.5 11.7
14 19.7 44.2 17.8
15 14.6 42.7 12.8
16 29.5 54.4 239
17 27.7 55.3 22.6
18 30.2 58.6 254
19 22.7 48.2 14.8
20 25.2 51.0 21.1
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We wish to discover the relationships, if any, that exist between BODYFAT and the
variables TRICEPS and THIGH. One set of visual representations are the individual plots of
the values of the BODYFAT variable with the associated values of both the TRICEPS and
THIGH variables. These scatter plots may be obtained using the PLOT paragraph as follows.

-->PLOT BODYFAT, TRICEPS

28.80 +
I * *
I
I * * %
I *
22.80 + * *
I * * %
B I *
o I * *
D 1 *
Y 16.80 +
F I
A I *
T I * *
I * %
10.80 +
—m—m - to—m - T EEE TR +
13.50 18.50 23.50 28.50 33.50
TRICEPS
-->PLOT BODYFAT, THIGH
28.80 +
I * *
1
I * * *
I *
22.80 + *
I * *
B I *
(o] I * *
D I *
Y 16.80 +
F 1
A I *
T I * %
I * *
10.80 +
B TR D et et D +
41.00 46.00 51.00 56.00 61.00
THIGH

The PLOT paragraph provides us with a display of symbols on an L-shaped frame. The
frame is composed of a vertical Y-axis for the first variable specified, BODYFAT, and a
horizontal X-axis for the second variable specified, TRICEPS or THIGH. The symbol ‘*’ is
used to indicate a data point; that is, one of the (x,y) pairs displayed.

The SCA System automatically chooses suitable intervals for the values of the axes
based on the range of values assumed by the ‘X’ and ‘Y’ variables and the amount of space
available for the display. In the plots above, the range for the Y-axis is the same for both
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plots, since the same variable is used; but the ranges for the X-axes are different. The values
of TRICEPS range between 13.50 and 33.50, and those of THIGH range between 41.00 and
60.00.

We observe what appears to be a linear relationship between BODYFAT and TRICEPS
as well as between BODYFAT and THIGH. For illustrative purposes, we can re-scale the
plots so that the ranges for the axes are the same in both plots. We can see from the plots, and
from Table 3.2, that the largest value of BODYFAT, the Y wvariable, is under 30, and the
largest value of either TRICEPS or THIGH, the X variables, is less than 60. We can construct
plots in which 0.0 is used as the lower end-point of both axes and 30.0 or 60.0 is used as the
upper end-point of the Y or X axis, respectively. We can accomplish this by including the
RANGE sentence as follows:

_>PLOT BODYFAT, TRICEPS. RANGE IS Y(0.0,30.0), X(0.0,60.0)

30.00 +
I * %
I %* % %
I *
I *k Dk
20.00 + * ok
I * *
B I
o I *
D I * %2
Y 10.00 +
F I
A I
T I
I
.00 +
B $o—mm - $o—mm - dommm - +
.00 15.00 30.00 45.00 60.00
TRICEPS

-->PLOT BODYFAT, THIGH. RANGE IS Y(0.0,30.0), X(0.0,60.0)

30.00 +
I * %
I * * %
I *
I 2% k%
20.00 + 2
I * *
B I
o I *
D I 2% *
Y 10.00 +
F I
A I
T I
I
.00 +
B to—mm - tommm - do—mm - +
.00 15.00 30.00 45.00 60.00

THIGH
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Now we can observe the data on the same scales for all variable involved. In the above
two plots the symbol ‘2’ appears several times. The symbol ‘2’ indicates there are two data
points so close together that they cannot be shown uniquely. The reason for this is immediate.
Since we have imposed an arbitrary scale for the X-axis, the resultant data points are
“bunched” together a little more than before. As a result, all data pairs cannot be displayed
distinctly. The same inference can be made for the symbols ‘3°, ‘4’, . . ., ‘9’ should any
appear. ‘A’ through ‘Z’ represent 10 through 35 data points, and ‘#’ is used for 36 or more.
Other “tagging” of points is possible (see Section 3.3.3).

In the plots above, we have plotted exactly one Y variable against one X variable in the
same frame. If we wished to display other scatter plots, we must use separate frames.
However, we can display multiple plots on the same frame through the MPLOT paragraph.
To display the scatter plots of BODYFAT against TRICEPS and BODYFAT against THIGH
on the same frame, we can enter the following.

-->MPLOT Y-VARIABLES ARE BODYFAT, BODYFAT. @
--> X-VARIABLES ARE THIGH, TRICEPS. @
--> SYMBOLS ARE ‘T’, ‘R’.

28.80 +
1 RR T T
I
I R RR T TT
I R T
22.80 + R R T T
I R 2 2 T
B 1 R T
o I R R T T
D I R T
Y 16.80 +
F I
a I R T
T IR R TT
I 2 T T
10.80 +
T - fommm oo fmmmm oo +
14.40 26.40 38.40 50.40 62.40
TRICEPS

Note the values of the axes have been determined automatically by the SCA System. In
addition, we have “distinguished” the two scatter plots by using the symbol ‘T’ for the data
points of the first plot (X-variable is THIGH and Y-variable is BODYFAT), and "R’ for the
second plot (TRICEPS and BODYFAT).

It may appear redundant that we specified the Y-VARIABLES above as BODYFAT
and BODYFAT, but it was necessary. The MPLOT paragraph does not place any limitation
on the X or Y variables that can appear on the same frame. For example, we can display the
scatter plots of two distinct Y variables against two distinct X variables on the same frame.
For the purpose of illustration, we will display the scatter plots of BODYFAT against
TRICEPS and TRICEPS against THIGH on the same frame. Here TRICEPS is used as both
an X and a Y variable. the symbols ‘B’ and ‘T’ will be used to distinguish the Y variable.
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We will also force the ranges for the X-axis and Y-axis to be 0.0 to 60.0 and 0.0 to 40.0,
respectively.

-->MPLOT Y-VARIABLES ARE TRICEPS, BODYFAT. @
-> X-VARIABLES ARE THIGH, TRICEPS. @
--> SYMBOLS ARE ‘T’, ‘B’. RANGES ARE Y(0.0, 40.0), X(0.0, 60.0)

37.50 +
I
I T
I T2 2T
I BB T T
25.00 + B2B TT 2
I BBEB TT
B I 2 B T2
o I B B T
D I B T
Y 12.50 + B B2
F I
A I
T I
I
.00 +
TR Fom oo Fommmmmm o Fommmmmm o +
00 15.00 30.00 45.00 60.00
TRICEPS

The SCA System will use the names of the last X and Y variables specified for axes labels.

3.3 Altering Basic Displays

The plotting paragraphs of the SCA System are designed so that we only need to specify
the names of the variables involved in order to generate a plot. While the default options
taken by a paragraph are sufficient in most situations, other features are available for specific
needs. This section explains and illustrates many of these features.

3.3.1 Symbols for plots over time

The SCA System displays a symbol to represent a data point. In the case of a time plot,
a data point is the value of a series at a time index. Symbols are not connected to others in
any way. Specific symbols used are dependent upon the paragraph or those defined by the
user.

TSPLOT and TPLOT paragraphs

The default set of symbols used for data in the TSPLOT paragraph is “1°, 2°, ..., ‘9,
‘0’. This set is repeated as needed. The default symbol to designate a data point in the
TPLOT paragraph is ‘X’. If we desire, we can provide an alternative set of symbols.
Symbols we provide for time plots are usually for the purpose of highlighting the periodic
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occurrences of data. As a result, we only provide a sequence of symbols for the number of
points that comprise a period. The symbol set is then repeated over and over until the data set
to be plotted is exhausted. For example, if the data in a series represent daily observations
recorded on a weekly basis, then we may specify seven distinct symbols. As a consequence,
when the plots are displayed all “Mondays” will have the same symbol, all “Tuesdays” will
have the same symbol, and so on. Symbols are limited to 0 to 9 and A to Z, hence a
maximum period of 36.

For our convenience a default set of symbols is generated automatically in the TSPLOT
paragraph that corresponds to the value specified in the SEASONALITY sentence. The
default symbol set generated is the first i symbols from

Cl” ‘2’, e ‘9’, ‘05’ ‘A” ‘B” cee GZ’

where 1 is the value in “SEASONALITY IS i”. Hence the default set generated for the
examples of TSPLOT presented in Section 3.1 should be

Gl’, 627, e 69” CO,’ GA’, GBQ.

This sequence of symbols would be repeated in the display. However, this default symbol set
as overridden by our inclusion of the sentence

SYMBOL IS “*’
The plot of PGAS over time is now shown with the System generated default set of symbols.

-->TSPLOT PGAS. SEASONALITY IS 12.

TIME SERIES PLOT FOR THE VARIABLE PGAS

———————————— B e e Tt s ettt T
690.00 + 3456 +
I 78 I
I 90AB I
I 12 I
630.00 + 2 789 +
I 1 3 0A I
I 56789 B B I
I 4 (7. 46 I
570.00 + 1 789 +
I 3 5 2 6 (0):% I
I 35 B 5 67 I
I2 1 34 67 5 8 AB I
510.00 + 4 2 8 0A 90 +
I 9 B 4 I
I1 1 I
I 23 I
450.00 + +
———————————— B et e ettt T e



PLOTTING DATA 3.15

MTSPLOT and MTPLOT paragraphs

When multiple time plots are displayed on the same frame, the symbol ‘A’ is used for
all data points from the first series, ‘B’ for the second series, and so on unless we otherwise
specify. When a symbol set is specified, the symbols replace ‘A’, ‘B’, and so on; but cannot
be used to indicate observations of the same period (e.g., day or month) as in the TSPLOT
and TPLOT paragraphs.

3.3.2 Tic marks, seasonality

Tic marks appear along the time axis at specific multiples. The default multiple for the
TSPLOT and MTSPLOT paragraphs is 10; that is at 10, 20, 30, . ... The default multiple for
the TPLOT and MTPLOT paragraphs is 5.

It 1s also assumed that the index for the first observation of a series is 1. However, we
may wish to specify a different multiple for the tic mark, as well as a beginning index value.
The former is useful when plotting periodic data such as hourly (24), weekly (7), or monthly
(12) observations (as we did in Section 3.3.1 and above). The SEASONALITY sentence
provides a new multiple for the tic marks.

The latter specification is useful in those cases when the data set being plotted does not
begin at the start of a period. For example, if a series is of monthly observations, we may
want tic marks every December. If the data actually begins in March, then we want to
associate the first observation with the number 3. In such a case the initial index for the data
to be plotted may be specified as a second value in the SEASONALITY sentence. For
example,

SEASONALITY IS 12, 3.

indicates a periodicity of 12, but the first data point is the 3rd observation in a period (e.g.,
March). If the SPAN sentence is used in conjunction with the SEASONALITY sentence, the
System will determine tic-marks and symbols as if the entire data set is to be plotted, but only
display the plot of the specified span. This was evident in the TSPLOT of PGAS on page 3.6.
For example, if we had entered

-->TSPLOT PGAS. SEASONALITY IS 12. SPAN IS 39, 65.

then the plot displayed would have tic-marks at 48 and 60, and the symbol for the first
observation plotted would be ‘3°.

Remark: The SEASONALITY sentence is a replacement of the older sentence, TIC-
MARK. In the event your version of the SCA System does not recognize the

SEASONALITY sentence, it is likely you have an older version of the System. In such a
case, please substitute TIC-MARK for SEASONALITY.
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3.3.3 Symbols for scatter plots

As noted previously, the SCA System displays a symbol to represent a data point. For a
scatter plot, data point is a specific realization of a coordinate pair of values. Symbols are not
connected to others in any way. Specific symbols used are dependent upon the paragraph or
those defined by the user.

PLOT paragraph

When a single pair of variables is plotted in a frame, the default symbol displayed at any
coordinate is ‘*’. If two or more data points are required to be displayed at the coordinate, the
following symbol is used:

2,3,...,9o0ccurrences : ‘2’,‘3°, ..., ‘9’ respectively;
10, ..., 35 occurrences : ‘A’,..., ‘Z’, respectively;

36 or more occurrences : ‘#’

In lieu of the symbol ‘*’, we can define a variable of of symbolic “tags” that are to be
used in the display for each data pair. This “tagging” information can be useful to keep track
of occurrences that share some common trait. For example, in our plots of BODYFAT
against TRICEPS and THIGHS, we may wish to distinguish individuals based on age (under
20, over 20) or race. We may also wish to “tag” data recorded according to, or otherwise
follow, a periodic pattern.

The number of symbols contained in the “tagging” variable must be the same as the
number of data points displayed. The coordinate pair is represented by the first symbol of the
tagging variable, the second pair by the second symbol, and so on. The distinct “tags” that are
available are the symbol ‘*’, the values 2-9, and the letters A-Z. The SCA System makes the
following association between the value in the tagging variable and the symbol that is
displayed:

If the value of tagging variable is the symbol displayed is
1 ES
2,3,...,9 2,3,...,9
10, 11, ..., 35 AB, .., Z

Values may be repeated within the tagging variable. This variable must be created
outside of the PLOT paragraph, either by using the INPUT paragraph (see Chapter 2) or by
the GENERATE or other data editing paragraphs (see Appendix B).

To illustrate the creation and use of tags, the scatter plot of BODYFAT against
TRICEPS of Section 3.2 will be displayed. The symbol ‘A’ will be used to represent the first
10 cases, and the symbol ‘B’ will be used to represent the last 10 cases. First, we will
generate a variable of tags, TAGS, using the GENERATE paragraph. The number 10
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(associated with ‘A’) is assigned to the first 10 values and 11 (associated with ‘B’) is assigned
to the next 10 values.

-->GENERATE TAGS. NROWS ARE 20. VALUES ARE 10 FOR 10, 11 FOR 10.

THE SINGLE PRECISION VARIABLE TAGS IS GENERATED

We now use the TAGSET sentence within the PLOT paragraph.

-->PLOT BODYFAT, TRICEPS. TAGSET IS TAGS.

28.80 +
1 B A
I
I A BB
1 B
22.80 + A B
I a BA
B I a
o I A A
D 1 B
Y 16.80 +
F I
A I B
T I B a
I B A
10.80 +
TR Fommmmmm o Fommmmmm o Fommmmmm o +
13.50 18.50 23.50 28.50 33.50
TRICEPS

The tags show that the levels of bodyfat and triceps do not seem to be affected by the
order in which measurements were taken (or recorded).

MPLOT paragraph

When multiple pairs of variables are displayed on the same frame, the symbol ‘A’
represents the coordinate of a value from the first pair of variables, ‘B’ represents the
coordinate of a value from the second pair of variables, and so on. The symbol ‘*’ is used to
represent any overlapped data points. No distinctions are made regarding which data points
overlap. For example, the ‘*’ symbol will be displayed if two coordinates of values from the
first pair of variables are the same, if two coordinates of values from the second pair of
variables are the same, or if the coordinate of a value from the first pair of variables is the
same as the coordinate of a value from the second pair of variables. Hence we may need to
employ some caution in interpreting the ‘*’ symbol should it appear.

We can designate a specific symbol for each pair of variables, as we did in the MPLOT
examples of Section 3.2. The SYMBOLS sentence is used for this purpose.
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3.3.4 Scatter plot displays
Scatter plots are displayed with a horizontal X-axis and vertical Y-axis. The name of

the variable of each axis is also displayed. In the case of multiple plots on the same frame, the
names of the last X and Y variables are displayed.

Display layouts

Three types of display layouts are available. The type of layout may be changed by
using the LAYOUT sentence. Available layouts (and associated keywords) are:

L-shape (L) -- Axes form to resemble the letter ‘L°. This is the default.
Box-type (BOX) -- ‘L’ above is “completed” to resemble a rectangle.
Grid-type (GRID)  -- Cross hatch markings are included in a box-type layout.

Markings occur at tic-marks.

Titles for plots

A title can be included with any plot. The TITLE sentence is included in the paragraph
with the desired title. The title may be 72 characters or less and must be enclosed in a pair of
apostrophes (),

To illustrate a box-type and grid-type layout, and the use of titles, the scatter plot
BODYFAT against TRICEPS will be shown in both forms.

-->PLOT BODYFAT, TRICEPS. LAYOUT IS BOX. TITLE IS @
--> ¢ SCATTER PLOT OF BODYFAT VS TRICEPS WITH A BOX-TYPE LAYOUT °.

SCATTER PLOT OF BODYFAT VS TRICEPS WITH A BOX-TYPE LAYOUT

13.50 18.50 23.50 28.50 33.50
T Fommm oo fommm oo fommm oo +-
28.80 + +

22.80

16.80

HprH<KOOW
+ HHHH+HHHH+HHHH
*
*
+HHHH+HHHH+HHHH

10.80

1
+
1
1
1
1
1
1
1
1
1
+
1
1
1
1
1
1
1
1
1
+
1
1
1
1
1
1
1
1
1
+
1
1
1
1
1
1
1
1
1
+
1

13.50 18.50 23.50 28.50 33.50

TRICEPS
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-->PLOT BODYFAT, TRICEPS. LAYOUT IS GRID. TITLEIS @
--> ‘SCATTER PLOT OF BODYFAT VS TRICEPS WITH A GRID-TYPE LAYOUT .

SCATTER PLOT OF BODYFAT VS TRICEPS WITH A GRID-TYPE LAYOUT

13.50 18.50 23.50 28.50 33.50

1
I
1
I
I
I
I
1
1
+
I

HPpPHr<KOOWD
=
o
©
o
+

13.50 18.50 23.50 28.50 33.50

H

+ H * HHHHHHHHHAKHKHAHAEHHMH +

+ HHHHHHHHHHHAKHKKHAHHKEH +
*

+ HHHHHHHHHHHAKHHHEAHHKHMH +

[}
[}
[}
[}
[}
[}
[}
[}
[}
+
1

TRICEPS



3.20 PLOTTING DATA

SUMMARY OF THE SCA PARAGRAPHS IN CHAPTER 3

This section provides a summary of those SCA paragraphs employed in this chapter.
The syntax for each paragraph is presented in both a brief and full form. The brief display of
the syntax contains the most frequently used sentences of a paragraph, while the full display
presents all possible modifying sentences of a paragraph. In addition, special remarks related
to a paragraph may also be presented with the description.

Each SCA paragraph begins with a paragraph name and is followed by modifying
sentences. Sentences that may be used as modifiers for a paragraph are shown below and the
types of arguments used in each sentence are also specified. Sentences not designated
required may be omitted as default conditions (or values) exist. The most frequently used
required sentence is given as the first sentence of the paragraph. The portion of this sentence
that may be omitted is underlined. This portion may be omitted only if this sentence appears
as the first sentence in a paragraph. Otherwise, all portions of the sentence must be used. The
last character of each line except the last line must be the continuation character, ‘@’ .

The paragraphs to be explained in this summary are TSPLOT, MTSPLOT, TPLOT,
MTPLOT, PLOT, and MPLOT.

Legend (see Chapter 2 for further explanation)

v : variable name

1 : integer

r : real value

w : keyword

‘c’ : character data (must be enclosed within single apostrophes)

TSPLOT., TPLOT Paragraphs

The TSPLOT paragraph is used to specify the horizontal time plot of one or more series
in separate frames. The TPLOT paragraph is used to display the vertical time plot of one or
more series in separate, parallel frames on the display device.
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Svntax of the TSPLOT or TPLOT Paragraph

Brief syntax

TSPLOT VARIABLES ARE vl,v2, ---.

or

TPLOT VARIABLES ARE vl,v2,---.

Full syntax

TSPLOT VARIABLES ARE vl, v2, .
(or TPLOT) SEASONALITY IS il, i2.
SPAN IS il, i2.
TITLE IS ‘c’.
SYMBOLS ARE ‘cl’, ‘c2’, - .
RANGE IS rl, 2.

PeE®®

Required sentence: VARIABLE(S)

Sentences Used in the TSPLOT or TPLOT Paragraph

VARIABLES sentence
The VARIABLES sentence is used to specify the names of the series to be plotted.

SEASONALITY sentence

The SEASONALITY sentence is used to specify the multiple (il) at which a tic-mark is
printed along the time axis and the value of the index (i2) of the first observation. The
default value of il is 10 and of i2 is 1 (or the lower limit of the SPAN sentence if this
sentence is specified). Specification of a seasonality will also generate a default set of
symbols (unless overwritten by the SYMBOLS sentence). See Section 3.3 for a further
explanation. Note SEASONALITY replaces the sentence TIC-MARK of older versions
of the SCA System.

SPAN sentence
The SPAN sentence is used to specify the span of time indices, from il to 12, for which
values will be plotted. The default is that all observations in the series will be used.

TITLE sentence
The TITLE sentence is used to specify the title for the plot(s). The specified title must be
enclosed in a pair of apostrophes and have no more than 72 characters. The default is that
no title will be displayed.
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SYMBOLS sentence
The SYMBOLS sentence is used to specify a sequence of symbols repeated in the plot.
The default symbols used are the first i characters of the set ‘1°, 2°, ... ‘9°, ‘0’, ‘A’, ‘B’,
.., ‘Z’ where 1 is the distance between axis tic-marks. The value of i corresponds to the
SEASONALITY specified (default is i=10). Specification of the SYMBOLS sentence
overrides this default set of symbols.

RANGES sentence
The RANGES sentence is used to specify the upper and lower limits for the series to be
plotted. The default are limits determined automatically by the SCA System.

MTSPLOT. MTPLOT Paragraphs

The MTSPLOT paragraph is used to display the time plot of more than one series on the
same horizontal frame. The MTPLOT paragraph is used to display the time plot of more than
one series on the same vertical time frame.

Svyntax for the MTSPLOT or MTPLOT Paragraph

Brief syntax

MTSPLOT  VARIABLES ARE vl,v2,---.

or

MTPLOT VARIABLES ARE vl,v2, ---.

Full syntax

MTSPLOT  VARIABLES ARE vl, v2, .
(or MTPLOT) SEASONALITY IS il, i2.
SPAN 1S il, i2.
TITLE IS '¢.
SYMBOLS ARE 'cl','c2, - .
SPAN 1S il, i2.
RANGE IS rl, 2.

SIOISININIS

Required sentence: VARIABLES
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Sentences Used in the MTSPLOT or MTPLOT Paragraph

VARIABLES sentence
The VARIABLES sentence is used to specify the names of the series to be plotted.

SEASONALITY sentence
The SEASONALITY sentence is used to specify the multiple (i1) at which a tic-mark is
printed along the time axis and the value of the index (i2) of the first observation. The
default value of il is 10 and of i2 is 1 (or the lower limit of the SPAN sentence if this
sentence is specified). See Section 3.3 for a further explanation. Note SEASONALITY
replaces the sentence TIC-MARK of older versions of the SCA System.

SPAN sentence
The SPAN sentence is used to specify the span of time indices, from il to i2, for which
values will be plotted. The default is that all observations in the series will be used.

TITLE sentence
The TITLE sentence is used to specify the title for the plot(s). The specified title must be
enclosed in a pair of apostrophes and have no more than 72 characters. The default is that
no title will be displayed.

SYMBOLS sentence
The SYMBOLS sentence is used to specify the SYMBOLS for distinguishing different
series. If this sentence is omitted, "A' represents the first series, 'B' the second, etc.

RANGES sentence
The RANGES sentence is used to specify the upper and lower limits for the series to be
plotted. The default are limits determined automatically by the SCA System.
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PLOT Paragraph

The PLOT paragraph is used to construct and display the scatter plot of a single pair of
variables or the plots of multiple pairs of variables on separate frames, each frame having the
same X and Y scaling.

Syntax for the PLOT Paragraph

Brief syntax

PLOT VARIABLES ARE vl,v2

Full syntax

PLOT VARIABLES ARE vl, v2.
X-VARIABLES ARE vl, v2, ---.
Y-VARIABLES ARE vl, v2, -
TITLE IS ‘c’.

SPAN 1S il, i2.

TAGSETS ARE vl, v2, - .
RANGES ARE X(rl,r2), Y(13,14)
LAYOUT IS w.

SIZE 1S X(il), Y(i2).
TIC-MARK IS X(il), Y(i2).
GRID IS X(il), Y(I2).

SISISISIOISISIOINIS)

Required sentences: VARIABLES, or X-VARIABLES and Y-VARIABLES

Sentences Used in the PLOT Paragraph

VARIABLES sentence
The VARIABLES sentence is used to specify the names (labels) of the Y (vertical)
variable, v1, and X (horizontal) variable, v2. Note that when this sentence is used, the X-
VARIABLE and Y-VARIABLE sentences are ignored. It is invalid to specify more than
one pair of variable names in this sentence.

X-VARIABLE sentence
The X-VARIABLE sentence is used to specify the names of the variables to be plotted

along the horizontal axis. The number of variables specified in this sentence must be the
same as that in the Y-VARIABLE sentence.
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Y-VARIABLE sentence
The Y-VARIABLE sentence is used to specify the names of the variables to be plotted
along the vertical axis. The number of variables specified in this sentence must be the
same as that in the X-VARIABLE sentence.

TITLE sentence
The TITLE sentence is used to specify the title for the plot(s). The specified title must be
enclosed in a pair of apostrophes and have no more than 72 characters. The default is that
no title will be displayed.

SPAN sentence
The SPAN sentence is used to specify the span of indices, from il to 12, for which the
values of the co-ordinates will be plotted. The default is to plot all cases.

TAGSETS sentence
The TAGSETS sentence is used to specify the name(s) of variable(s) containing the “tags”
to be used in plotting data. The default is none. See Section 3.3.3 for the way the values
of the TAGSET variable(s) are converted to symbols. If the TAGSET sentence is used,
one variable must be specified for each Y-VARIABLE specified.

RANGES sentence
The RANGES sentence is used to specify the upper and lower limits for the X and Y
variable values to be plotted. The default are limits determined automatically by the SCA
System.

LAYOUT sentence
The LAYOUT sentence is used to specify the layout type for the axes of the plot. The
valid keywords are L for L-shape layout, BOX for box-type layout, and GRID for grid-
type layout. The default layout is L-shape.

SIZE sentence
The SIZE sentence is used to specify the number of character units for the width of the X-
axis and Y-axis. The default i1s 50 characters for the X-axis and 30 characters for the Y-
axis.

TIC-MARK sentence
The TIC-MARK sentence is used to specify the intervals (in number of character units)
for the printing of tic-marks on the X and Y axes. The default is 10 units for the X-axis
and 5 units for the Y-axis.

GRID sentence
The GRID sentence is used to specify the number of tic-marks on each axis within a grid
for hatch markings. This sentence can be specified only if the plot layout is GRID. The
default is 1 for both X and Y.
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MPLOT Paragraph

The MPLOT paragraph is used to display the scatter plot(s) as one or more pair(s) of
variables on the same frame.

Syntax for the MPLOT Paragraph

Brief syntax

MPLOT X-VARIABLES ARE vl,v2, ---. @
Y-VARIABLES ARE vl1,v2, ---.

Full syntax

MPLOT X-VARIABLES ARE vl, v2, -
Y-VARIABLES ARE vl,v2, ---.
TITLE IS ‘c’.
SPAN IS il, i2.
RANGES ARE X(rl,12), Y(13,14).
SYMBOLS ARE ‘cl’, “c2’, -—- .
LAYOUT IS w.
SIZE 1S X(il), Y(i2).
TIC-MARK IS X(il), Y(i2).
GRID IS X(il), Y(i2).

SISISISIOISINIOIS

Required sentences: X-VARIABLES and Y-VARIABLES

Sentences Used in the MPLOT Paragraph

X-VARIABLE sentence
The X-VARIABLE sentence is used to specify the names of the variables to be plotted
along the horizontal axis. The number of variables specified in this sentence must be the
same as that in the Y-VARIABLE sentence.

Y-VARIABLE sentence
The Y-VARIABLE sentence is used to specify the names of the variables to be plotted
along the vertical axis. The number of variables specified in this sentence must be the
same as that in the X-VARIABLE sentence.

TITLE sentence
The TITLE sentence is used to specify the title for the plot(s). The specified title must be
enclosed in a pair of apostrophes and have no more than 72 characters. The default is that
no title will be displayed.
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SPAN sentence
The SPAN sentence is used to specify the span of indices, from il to 12, for which the
values of the co-ordinates will be plotted. The default is all cases.

RANGES sentence
The RANGES sentence is used to specify the upper and lower limits for the X and Y
variable values to be plotted. The default is all the values.

SYMBOLS sentence
The SYMBOLS sentence is used to specify the SYMBOLS that will represent co-
ordinates of different pairs of variables. If no set of symbols is specified, ‘A’ represents
co-ordinates of the first pair of variables, and ‘B’ represents co-ordinates of the second
pair, etc.

LAYOUT sentence
The LAYOUT sentence is used to specify the layout type for the axes of the plot. The
valid keywords are L for L-shape layout, BOX for box-type layout, and GRID for grid-
type layout. The default layout is L-shape.

SIZE sentence
The SIZE sentence is used to specify the number of character units for the width of the X-
axis and Y-axis. The default is 50 characters for the X-axis and 30 characters for the Y-
axis.

TIC-MARK sentence
The TIC-MARK sentence is used to specify the intervals (in number of character units)
for the printing of tic-marks on the X and Y axes. The default is 10 units for the X-axis
and 5 units for the Y-axis.

GRID sentence
The GRID sentence is used to specify the number of tic-marks on each axis within a grid
for hatch markings. This sentence can be specified only if the plot layout is GRID. The
default is 1 for both X and Y.
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CHAPTER 4

LINEAR REGRESSION ANALYSIS

Regression analysis is a statistical method used in modeling relationships that may exist
between variables. In a regression analysis, we relate the response of a dependent variable to
the values of potential explanatory variables. We have great flexibility in the choice of such
explanatory variables. We may use variables whose values are recorded concurrently with the
dependent variable, as well as variables provided from other sources (e.g., government
statistics, stock prices, interest rate data, etc.). Regression models can also be used to
incorporate such time entities as trends and seasonal indicators into a model, but it is more
appropriate to use time series models in such cases. Once a model is established, it may be
used to make inferences about the formulated relationships, or to make predictions for future
responses when the explanatory variables are at designated levels.

Regression methods provide us with modeling tools that: (1) are easily understandable
and presentable; (2) are flexible enough to include various types of information; and (3)
produce results (e.g., estimates, forecasts) that are quantified. The latter is important as it
permits us to statistically assess the validity of the model and/or its predicted values, as well
as the relative “importance” of components of the model. As a result, regression models are
popular tools for analysis and forecasting.

Traditional uses of regression have a number of drawbacks. One problem is the blind
incorporation of a flood of explanatory variables in a model. The inclusion of too many
variables within a model can obscure the information that may be obtained from a more
meaningful subset. The explanatory variables may be highly correlated, which may cause
problems in the estimation of model parameters. However, the most serious problem in the
use of regression models occurs with time dependent data (i.e., data collected over time).
Serial correlation in the error component of a regression model can result in a model that is
ineffectual (Granger and Newbold, 1974) or, more likely, incorrect (Box and Newbold, 1971).

A brief overview of the linear regression model and the regression analysis capabilities
of the SCA System is presented in this chapter. A more detailed presentation of topics related
to the SCA implementation of the linear regression model (including computational methods
used) may be found in Chapter 9 of The SCA Statistical System. Reference Manual for
General Statistical Analysis. More information on the properties of linear models and
regression analysis can be found in such texts as Draper and Smith (1981), Neter, Wasserman,
and Kutner (1983), Daniel and Wood (1980), Graybill (1961), and Seber (1977).
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4.1 A Brief Overview of Linear Regression Analysis

The linear regression model is part of a more general class of linear models. Properties
of linear models and regression analysis have been considered by many authors including
Draper and Smith (1981), Seber (1977), Neter and Wasserman (1974), Neter, Wasserman, and
Kutner (1983), Searle (1971), Daniel and Wood (1980), Graybill (1961), Rao (1973) and
references contained therein. This section briefly reviews the linear regression model.
Information regarding various diagnostic checks for a fitted regression model is found in
Section 4.4.2.

The simplest type of relationships between variables occurs when the responses for the
dependent variable appear to nearly follow a straight line when plotted against the values of a
single explanatory variable. In such a relationship, the predicted value of the dependent
variable, Y , can be obtained from the linear equation

Y=a+bX 4.1)

where X is an explanatory variable and a and b are estimated values. We can extend this
linear relation to include more than one explanatory variables with the equation

Y =b,+b, X, +b, X, +--b, X (4.2)
The general form of the linear regression model can be written as

Yj =B +61X1j +B2X2j +"'+Bmej te, j=12,..n; (4.3)

where

Y; isthe j™ observation (trial, case) of a response, or dependent, variable;

X is the j™ observation of the i" explanatory, or independent, variable (i.e.,

a variable whose values are known);

BosBy>B,s----, B, are parameters to be estimated, and
g; 1s an error term.

The error terms are assumed to be uncorrelated random variables with mean zero and

unknown variance, . The estimates for parameters in the above equation, B,,B,,...,B,, , are

m?

chosen to minimize the sum of the squared errors, i.e.,

SSE=>Y(Y,-Y))’

=
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where Y, =B, +B,X, +B,X,; + B Xy (4.4)

The estimates obtained in the above manner are referred to as the least squares estimates of
the regression model. When we use a regression model with time dependent data, the index t
will be used in lieu of the index j. In this way, we more explicitly emphasize the presence of
time, or any time dependent relationships, in the model.

We may observe that equations (4.2) and (4.4) are the same (with the index j omitted).
A usual assumption is that the error terms follow a normal distribution (i.e., N(0, ¢*)). In
such a case, the least squares estimates for the parameters are also the maximum likelihood
estimates. Note that in this chapter we use p to indicate the number of parameters to be
estimated. We observe that p=m+1 if a constant is included in the model (i.e., B, is included
in the model) and p=m otherwise.

4.2 A Regression Example

The specification and estimation of a linear regression model is easily accomplished
using the REGRESS paragraph. To illustrate the use of regression analysis, we will analyze a
set of data pertaining to beer distribution (Montgomery, 1991, page 501). In an effort to
analyze the delivery system of a beer distributor, in particular, the time required to service a
retail outlet, the following data and factors are studied:

(1) The delivery time (in minutes) to service an outlet,
(2) The number of cases of beer delivered to the outlet, and
(3) The maximum distance the delivery man must travel.

The data are shown in Table 4.1 and are stored in the SCA workspace under the labels
DELIVERY, CASES, and DISTANCE, respectively.

Table 4.1 Beer delivery time data

Delivery Time

Observation Number of Cases Distance )
Number CASES DISTANCE (minutes)
DELIVERY
1 10 30 24
2 15 25 27
3 10 40 29
4 20 18 31
5 25 22 25
6 18 31 33
7 12 26 26
8 14 34 28
9 16 29 31
10 22 37 39
11 24 20 33
12 17 25 30
13 13 27 25
14 30 23 42

15 24 33 40
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We first plot DELIVERY against both CASES and DISTANCE to check if there are
any obvious relationships or unusual occurrences in the data.

-->PLOT DELIVERY, CASES

42.00 + *
I
I *
I *
D I
E 36.00 +
L I
I I
v I * *
E I * *
R 30.00 + *
Y I*
I *
I * *
I * *
24.00 +*
B e - $o—mm - do—mm - +
10.00 15.00 20.00 25.00 30.00
CASES

-->PLOT DELIVERY, DISTANCE

42.00 + *
I
I *
I *
D I
E 36.00 +
L I
I I
v I * *
E I* *
R 30.00 + *
Y I *
I *
I * %
I * *
24.00 + *
B e - $o—mm - do—mm - +
18.00 24.00 30.00 36.00 42.00
DISTANCE

In the scatter plot between DELIVERY and CASES, we observe a strong linear
relationship between the number of cases delivered and delivery time. However, there
appears to be an aberration from linearity for the delivery time when 25 cases are delivered.
This corresponds to observation number 5. No clear patterns are seen in the scatter plot
between DELIVERY and DISTANCE.

We now will regress DELIVERY on CASES and DISTANCE. That is, we will use the
REGRESS paragraph to obtain the fitted equation (omitting the “hat”)
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DELIVERY =b, +b, CASES+b, DISTANCE

To obtain this fit, we specify the dependent and explanatory variables as
REGRESS DELIVERY, CASES, DISTANCE

The actual REGRESS command is shown below together with other modifying (or
optional) sentences that will be explained later. The continuation character (@) is used to
continue our commands to a second line.

->REGRESS DELIVERY, CASES, DISTANCE. DIAGNOSTICS ARE FULL. @
> HOLD RESIDUALS(RESID), FITTED(FIT)

We obtain the following:

REGRESSION ANALYSIS FOR THE VARIABLE DELIVERY
PREDICTOR COEFFICIENT STD. ERROR T-VALUE
INTERCEPT 2.31120 5.85730 .39
CASES .87720 .15303 5.73
DISTANCE .45592 .14676 3.11

CORRELATION MATRIX OF REGRESSION COEFFICIENTS
CASES 1.00
DISTANCE .41 1.00
CASES DISTANCE

S = 3.1408 R**2 = 73.7% R**2 (ADJ) = 69.3%

SOURCE SUM OF SQUARES DF MEAN SQUARE F-RATIO
REGRESSION 331.359 2 165.679 16.795
RESIDUAL 118.375 12 9.865
ADJ. TOTAL 449.733 14
SOURCE SEQUENTIAL SS DF MEAN SQUARE F-RATIO
CASES 236.161 1 236.161 23.940
DISTANCE 95.198 1 95.198 9.650

DIAGNOSTIC STATISTICS:

STUDENTIZED
CASE OBSERVED STANDARDIZED DELETED COOK'S
NO. VALUE RESIDUAL RESIDUAL RESIDUAL DISTANCE LEVERAGE
1 24.0000 -.7609 -.217 -.26 .006 .198
2 27.0000 .1327 .05 .04 .000 .124
3 29.0000 -.3201 -.13 -.12 .003 .356
4 31.0000 2.9381 1.09 1.09 .136 .258
5 25.0000 -9.2716 -3.27 * -9.44 * .803 .184
6 33.0000 .7656 .26 .24 .002 .086
7 26.0000 1.3084 .46 .45 .016 .183
8 28.0000 -2.0934 -.72 -.70 .028 .139
9 31.0000 1.4318 .47 .46 .006 .075
10 39.0000 .5212 .21 .20 .008 .348
11 33.0000 .5175 .18 .18 .003 .203
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12 30.0000 1.3783 .46 .45 .007 .094
13 25.0000 -1.0247 -.35 -.34 .007 .137
14 42.0000 2.8865 1.14 1.16 .237 .352
15 40.0000 1.5905 .59 .57 .041 .262

"*" DENOTES AN OBSERVATION WITH A LARGE RESIDUAL

A discussion of SCA output and regression diagnostic statistics is given in Section 4.4.
The fitted equation from the above regression can be obtained from the first few lines of
output as

DELIVERY = 2.31 + .88 CASES + .46 DISTANCE.

The estimates associated with CASES and DISTANCE are statistically significant as their
absolute t-values are greater than 2.15 (the approximate 5% critical level for the sample size).
The small t-value associated with the intercept term, 0.39, implies that this estimate cannot be
distinguished statistically from zero. Hence we may wish to exclude this term from our
model (see Section 4.2.3). However, before we employ this equation, we need to check the
models's validity.

4.2.1 Some diagnostic checks of the model

A regression analysis is not complete without diagnostic checks of the fit. A more
complete discussion of diagnostic checking is given in Section 4.4.2. In an effort to assess the
above model's validity, we requested a display of a set of diagnostic statistics by including the
DIAGNOSTICS sentence in the paragraph. By asking for a FULL display, we obtain the
values of these diagnostic statistics for all cases. These statistics are meaningful provided
there is no serial correlation in the data (see Section 4.3.1) and the sample size is not very
large. The value of the standardized residual, studentized deleted residual and Cook’s
distance (see Section 4.4.2) for case number 5 mark it as a potential outlier.

The values obtained using the fitted equation have been retained under the label FIT.
The residuals of the fit (i.e., DELIVERY - FIT) are stored in the variable RESID. The
residuals should approximate values that are randomly drawn from a standard normal
distribution. We can observe the spurious nature of this observation (case number 5) in the
probability plot of the residuals and in the plots of the residual series RESID against the
explanatory variables CASES and DISTANCE (see Section 4.4.2). In each case there is only
one observation that leads us to question the adequacy of the fitted model, observation 5.

-->PPLOT RESID
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NORMAL
PROBABILITY
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4.2.2 Observing the effect of a spurious observation

Montgomery (1991, page 504) suggests that a data recording error could have been
made at observation 5 (DELIVERY entered as 25 instead of 35). However, there was no way
to verify this. To observe the effect of a possible recording error, we will recode the value to
35 and re-run the regression analysis. We can recode the value directly using an analytic
assignment statement (see Appendix A).

—>DELIVERY(5) = 35

-->REGRESS DELIVERY, CASES, DISTANCE. DIAGNOSTICS ARE FULL. @
--> HOLD RESIDUALS (RESID), FITTED (FIT)
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REGRESSION ANALYSIS FOR THE VARIABLE DELIVERY
PREDICTOR COEFFICIENT STD. ERROR T-VALUE
INTERCEPT 2.84270 2.05241 1.39
CASES .98803 .05362 18.43
DISTANCE .38951 .05143 7.57

CORRELATION MATRIX OF REGRESSION COEFFICIENTS
CASES 1.00
DISTANCE .41 1.00
CASES DISTANCE

S = 1.1005 R**2 = 96.6% R**2 (ADJ) = 96.0%

SOURCE SUM OF SQUARES DF MEAN SQUARE F-RATIO
REGRESSION 411.199 2 205.600 169.750
RESIDUAL 14.534 12 1.211
ADJ. TOTAL 425.733 14
SOURCE SEQUENTIAL SS DF MEAN SQUARE F-RATIO
CASES 341.716 1 341.716 282.133
DISTANCE 69.483 1 69.483 57.368

DIAGNOSTIC STATISTICS:

STUDENTIZED

CASE OBSERVED STANDARDIZED DELETED COOK'S

NO. VALUE RESIDUAL RESIDUAL RESIDUAL DISTANCE LEVERAGE
1 24.0000 -.4081 -.41 -.40 .014 .198
2 27.0000 -.4007 -.39 -.37 .007 .124
3 29.0000 .6968 .79 .78 .115 .356
4 31.0000 1.3857 1.46 1.54 .247 .258
5 35.0000 -1.1125 -1.12 -1.13 .094 .184
6 33.0000 .2981 .28 .27 .003 .086
7 26.0000 1.1738 1.18 1.20 .104 .183
8 28.0000 -1.9183 -1.88 -2.14 * .190 .139
9 31.0000 1.0532 .99 .99 .027 .075
10 39.0000 .0090 .01 .01 .000 .348
11 33.0000 -1.3454 -1.37 -1.43 .160 .203
12 30.0000 . 6232 .60 .58 .012 .094
13 25.0000 -1.2037 -1.18 -1.20 .074 .137
14 42.0000 .5579 .63 .61 .072 .352
15 40.0000 .5910 .63 .61 .046 .262

"*" DENOTES AN OBSERVATION WITH A LARGE RESIDUAL
We observe that the fitted equation is only slightly changed from
TIME =2.31 + .88 CASES + .46 DISTANCE
to

TIME = 2.84 + .99 CASES + .39 DISTANCE

However, recoding the single point has an appreciable effect on variance. We see:
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(1) Standard errors of coefficients for CASES and DISTANCE are 1/3 of what they were
previously (resulting in a dramatic change in the t-values of the coefficients);

(2) A substantial change in the amount of the REGRESSION sum of squares in the
ANOVA table (from 331.359 to 411.199); and hence a

(3) Change in R* from 73.7% to 96.6%. (Please see Section 4.4.1 for a more complete
discussion on the interpretation of R*.)

The probability plot of the residuals reveals no apparent model inadequacy.

-->PPLOT RESID
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Similarly, as would be expected, the plots of RESID against the explanatory variables
CASES and DISTANCE now show no evidence of model inadequacy. Hence it is possible a
simple recording error has affected the results of the analysis dramatically. This indicates the
need for a careful diagnostic check of a model (see Section 4.4.2).

4.2.3 An overview of model specification in the REGRESS paragraph

The SCA System provides a number of ways to specify information regarding a
regression or a fit of a linear model. This section describes the most frequently used
information.
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Specifying dependent and independent variables

The basic information required for a regression analysis are the names of the dependent
and independent variables. In the above example, DELIVERY was regressed on CASE and
DISTANCE. These variables are easily specified by listing their names immediately after the
REGRESS command. The first variable specified is used as the dependent variable. All other
variables are used as regressors in the model. Hence

REGRESS VARIABLES ARE DELIVERY, CASES, DISTANCE.
or, as we used in abbreviated form,
REGRESS DELIVERY, CASES, DISTANCE.

is interpreted as a regression specification of DELIVERY on CASES and DISTANCE.

Including a constant term

Whenever we list the variables involved in a regression, a constant term is also included.
This is the default formulation used by the SCA System. The constant term is usually
important in a regression analysis as we try to determine if more information than mean level
alone can be obtained from the dependent variable. If we do not want a constant term in the
regression, we need to add the logical sentence NO CONSTANT after the variable
specification. For example, if we do not want a constant in a regression for the beer data, we
need to state

REGRESS DELIVERY, CASES, DISTANCE. NO CONSTANT.

4.3 A Regression Analysis of Financial Data

To illustrate the use of regression analysis for business or financial data, we consider
some data sets related to the stock market. The data consist of the following monthly series,
each from January 1976 through June 1990 inclusive:

(1) The monthly average of the Standard and Poor’s 500 stock index,

(2) The monthly average of long term government security interest rates (from the
Federal Reserve Bulletin), and

(3) The monthly composite index of leading indicators (from Business Conditions
Digest).

The data are listed in Table 4.2 and are plotted in Figure 4.1 (The plots were created using the
SCAGRAF program). The data are stored in the SCA workspace under the labels SP500,
LONGTERM and LINDCTR, respectively.
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Table 4.2 Stock market data

Year Monthly Average of Standard and Poor's 500 Index (SP500)

1976 96.87 100.64 101.08 101.93 101.16 101.77 104.20 103.29 105.45 101.89 101.19 104.66
1977 103.81 100.96 100.57 99.05 98.76 99.29 100.18 97.75 96.23 93.74 94.28 93.82
1978 90.25 88.98 88.82 92.71 97.41 97.66 97.19 103.92 103.86 100.58 94.71 96.11
1979 99.71 98.23 100.11 102.07 99.73 101.73 102.71 107.36 108.60 104.47 103.66 107.78
1980 110.87 115.34 104.69 102.97 107.69 114.55 119.83 123.50 126.51 130.22 135.65 133.48
1981 132.97 128.40 133.19 134.43 131.73 132.28 129.13 129.63 118.27 119.80 122.92 123.79
1982 117.28 114.50 110.84 116.31 116.35 109.70 109.38 109.65 122.43 132.66 138.10 139.37
1983 144.27 146.80 151.88 157.71 164.10 166.39 166.96 162.42 167.16 167.65 165.23 164.36
1984 166.39 157.25 157.44 157.60 156.55 153.12 151.08 164.42 166.11 164.82 166.27 164.48
1985 171.61 180.88 179.42 180.62 184.90 188.89 192.54 188.31 184.06 186.18 197.45 207.26
1986 208.19 219.37 232.33 237.98 238.46 245.30 240.18 245.00 238.27 237.36 245.09 248.61
1987 264.51 280.93 292.47 289.32 289.12 301.38 310.09 329.36 318.66 280.16 245.01 240.96
1988 250.48 258.13 265.74 262.61 256.12 270.68 269.05 263.73 267.97 277.40 271.02 276.51
1989 285.41 294.01 292.71 302.25 313.93 323.73 331.93 346.61 347.33 347.40 340.22 348.57
1990 339.97 330.45 338.47 338.18 350.25 360.39

Year Monthly Average of Longterm Interest Rates (LONGTERM)

1976 6.94 6.92 6.87 6.73 6.99 6.92 6.85 6.79 6.70 6.65 6.62 6.39
1977 6.68 7.15 7.20 7.14 7.17 6.99 6.97 7.00 6.94 7.08 7.14 7.23
1978 7.50 7.60 7.63 7.74 7.87 7.94 8.09 7.87 7.82 8.07 8.16 8.36
1979 8.43 8.43 8.45 8.44 8.55 8.32 8.35 8.42 8.68 9.44 9.80 9.59
1980 10.03 11.55 11.87 10.83 9.82 9.40 9.83 10.53 10.94 11.20 11.83 11.89
1981 11.65 12.23 12.15 12.62 12.96 12.39 13.05 13.61 14.14 14.13 12.68 12.88

1982 13.73 13.63 12.98 12.84 12.67 13.32 12.97 12.15 11.48 10.51 10.18 10.33
1983 10.37 10.60 10.34 10.19 10.21 10.64 11.10 11.42 11.26 11.21 11.32 11.44
1984 11.29 11.44 11.90 12.17 12.89 13.00 12.82 12.23 11.97 11.66 11.25 11.21

1985 11.15 11.35 11.78 11.42 10.96 10.36 10.51 10.59 10.67 10.56 10.08 9.60
1986 9.51 9.07 8.13 7.59 8.02 8.23 7.86 7.72 8.08 8.04 7.81 7.67
1987 7.60 7.69 7.62 8.31 8.79 8.63 8.70 8.97 9.58 9.61 8.99 9.12
1988 8.82 8.41 8.61 8.91 9.24 9.04 9.20 9.33 9.06 8.89 9.07 9.13
1989 9.07 9.16 9.33 9.18 8.95 8.40 8.19 8.26 8.31 8.15 8.03 8.02
1990 8.39 8.66 8.74 8.92 8.90 8.62

Year Monthly Composite Index of Leading Indicators (LINDCTR)

1976 121.20 122.00 123.20 123.00 124.50 125.60 125.70 125.60 125.30 126.10 127.00 127.70
1977 126.30 127.30 130.00 130.40 129.90 129.70 129.40 131.40 132.50 133.80 134.20 135.40
1978 139.10 140.30 140.30 141.50 141.80 142.50 141.20 142.00 142.90 143.60 142.80 143.00
1979 142.60 142.30 143.20 140.30 141.40 141.60 141.20 140.10 140.10 137.80 135.60 135.20
1980 134.70 134.10 131.50 126.20 123.00 123.90 128.10 130.70 134.40 135.00 136.50 136.40
1981 135.20 134.20 135.80 137.30 136.00 135.20 134.80 134.10 130.70 128.30 128.20 127.10
1982 135.10 135.70 134.70 136.00 136.20 135.50 136.20 136.10 137.50 138.60 139.40 140.90
1983 145.20 147.40 150.20 152.50 154.40 157.30 158.20 158.90 160.00 162.40 162.50 163.40
1984 164.50 166.50 167.20 168.10 168.20 166.70 163.90 164.40 165.70 164.20 165.10 164.10
1985 166.30 167.10 167.40 166.70 167.10 167.70 169.20 169.80 170.60 171.60 171.60 173.60
1986 174.10 175.00 176.40 178.10 178.50 178.30 179.90 180.30 179.90 181.20 182.70 186.70
1987 185.36 186.45 187.13 187.40 188.62 190.51 192.41 194.17 193.63 192.82 190.11 189.29
1988 188.75 191.06 191.60 192.41 192.14 195.12 193.76 195.26 194.71 195.12 195.26 196.61
1989 197.83 197.29 196.07 197.56 195.39 195.12 195.26 196.20 196.48 195.66 195.93 196.88
1990 197.02 195.26 197.02 196.75 197.83 198.10
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Figure 4.1 Time Series Plots of Stock Market Data
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We see that SP500 increases steadily until observation 142, at which time it plummets
for three consecutive periods. This period corresponds to the stock market crash in October-
December 1987. Since special modeling considerations are necessary to handle this period
appropriately (see Chapters 6 and 7), we will restrict our regression analysis to the first 141
observations. A time series analysis for the data over the same data span is provided in
Chapter 8.

We will also analyze the natural logarithms of all time series. The logarithmic
transformation is frequently used to achieve a more homogeneous variance in a data set. In
the case of economic data, it is also employed so that the parameters in the model can be
interpreted in terms of elasticity. In this way, we can assess the percent change in the
response for a 1% change in an explanatory variable. We can modify the data using the
following sequence of commands:

—>LNSP500 = LN(SP500)

~->LNLONG = LN(LONGTERM)

~>LNLEAD = LN(LINDCTR)

~>SELECT LNSP500, LNLONG, LNLEAD. SPAN IS (1,141).
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The plots of LNSP500, LNLONG and LNLEAD are shown in Figure 4.2. We
anticipate the effect of long term interest rates on the stock index to be negative, since as the
long term rate increases, investors tend to purchase bonds rather than stocks. We also expect
that the stock index should reflect the current state of the leading indicators. The latter may
be true based on these plots.

To explore possible relationships, a common practice is to regress the dependent
variable on the explanatory variables. Hence, we will regress LNSP500 on both LNLONG
and LNLEAD. That is, we will obtain the fitted equation

LNSP500 = b, + b, LNLONG +b, LNLEAD

-->REGRESS LNSP500, LNLONG, LNLEAD. DW. HOLD RESIDUALS(RES).

REGRESSION ANALYSIS FOR THE VARIABLE LNSP500

PREDICTOR COEFFICIENT STD. ERROR T-VALUE

INTERCEPT -7.06436 .45610 -15.49
LNLONG .10307 .05376 1.92
LNLEAD 2.35479 .09067 25.97

CORRELATION MATRIX OF REGRESSION COEFFICIENTS
LNLONG 1.00
LNLEAD -.11 1.00
LNLONG LNLEAD
S = .1405 R**2 = 83.5% R**2 (ADJ) = 83.2%

SOURCE SUM OF SQUARES DF MEAN SQUARE F-RATIO
REGRESSION 13.763 2 6.881 348.590
RESIDUAL 2.724 138 .020
ADJ. TOTAL 16.487 140
SOURCE SEQUENTIAL SS DF MEAN SQUARE F-RATIO
LNLONG .448 1 .448 22.678
LNLEAD 13.315 1 13.315 674.502

DURBIN-WATSON STATISTIC = .08
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Figure 4.2  Logged Stock Market Data
(January 1976 through September 1987)
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The fitted equation from the above regression is
LNSP500 =-7.06 + 0.10 LNLONG + 2.35 LNLEAD.

The above estimates (except that for LNLONG) are significant at about the 5% level. The
R? value (see Section 4.4.1) is over 83% and the F-value of the regression is highly
significant. If we rely on this information alone, we may conclude that we have a good fit.
However, a closer inspection of the fitted model will show this is not the case.

One concern we may have regarding the fitted model is the sign of the parameter
estimate associated with LNLONG. As noted previously, we expect it to be negative, and it is
not in this fit. Another problem is seen in the value of the Durbin-Watson statistic (see
Section 4.4.2 and Section 4.3.1 below for more information on this statistic). The statistic
was requested with the inclusion of the logical sentence DW in the above paragraph. Its
value, 0.08, is a clear indication of first-order serial correlation in the residual series.
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The residual series (i.e., the difference between the observed values and those from the
fitted equation) is a crucial series for diagnostic checks of the model. The series, maintained
here in the SCA workspace under the label RES, should approximate values that are drawn
randomly from a normal distribution. Such a series is also known as a white noise process.
White noise displays no pattern when plotted over time. However, a distinct pattern is still
observable in a time plot of the residual series RES (see Figure 4.3).

Figure 4.3  Time Plot of the Residuals of the Regression of
LNSP500 on LNLONG and LNLEAD
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4.3.1 Serial correlation

The error terms of our linear model (see Section 4.1) are usually assumed to be serially
uncorrelated in a regression analysis. That is, the value of the error associated with one
observation should not be related to the value of the error of another observation. If we
analyze data that have been recorded over time, it is often the case that this assumption is not
true. This is particularly true of business data (as in this example) and of data from industrial
experiments that have not been randomized.

If we do not detect the presence of serial correlation and correct for it, the model
estimates are inefficient and our analysis can be flawed seriously. For a discussion of the
problems that can arise, see Box and Newbold (1971) and Neter, Wasserman, and Kutner
(1983, Chapter 13).

We can check for serial correlation in a residual series by using the ACF paragraph (see
Chapter 5). The ACF paragraph calculates a statistic measuring the correlation present
between residual at time t (i.e., e, ) and the residual that occurred ¢ time periods prior to it
(ie., e,,). The value ¢ is known as the lag. The ACF paragraph can be used to calculate
and display a sequence of autocorrelations in the residual series. It is useful to observe the
values of the autocorrelations for a sequence of lags. Autocorrelations of higher lags may
provide us with meaningful information (e.g., a seasonal period). The ACF paragraph will
graphically display the calculated values together with a set of 95% confidence intervals. To
obtain the autocorrelations of the above residual series RES for the first 12 lags, we can
simply enter

-->ACF RES. MAXLAGIS 12.

We obtain
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TIME PERIOD ANALYZED . . . . . . . . . 1 TO 141

NAME OF THE SERIES . . . . . . . . . . RES

EFFECTIVE NUMBER OF OBSERVATIONS . . . 141

STANDARD DEVIATION OF THE SERIES . . . .1390

MEAN OF THE (DIFFERENCED) SERIES . . . .0000

STANDARD DEVIATION OF THE MEAN . . . . .0117

T-VALUE OF MEAN (AGAINST ZERO) . . . . .0000

AUTOCORRELATIONS
1- 12 .95 .88 .81 .76 .70 .63 .56 .49 .44 .39 .33 .26
ST.E. .08 .14 .18 .20 .22 .24 .25 .26 .26 .27 .27 .27
Q 130 241 337 422 496 556 603 639 668 691 708 718

I

1 .95 + IXXX+XXXXXXXXXXXXXXXXXXXX
2 .88 + IXXXXXX+XXXXXXXXXXXXXXX
3 .81 + IXXXXXXXX+XXXXXXXXXXX

4 .76 + IXXXXXXXXX+XXXXXXXXX

5 .70 + IXXXXXXXXXX+XXXXXXX

6 .63 + IXXXXXXXXXXX+XXXX

7 .56 + IXXXXXXXXXXX+XX

8 .49 + IXXXXXXXXXXXX+

9 .44 + IXXXXXXXXXXX +
10 .39 + IXXXXXXXXXX +
11 .33 + IXXXXXXXX +
12 .26 + IXXXXXXX +

A frequently used statistic to assess serial correlation is the Durbin-Watson (DW)
statistic. The DW statistic can be used in a test for the presence of a first order auto-
correlation in the residual series. Inclusion of the sentence DW will lead to a display of the
DW statistic. As noted before, the value of the Durbin-Watson statistic above is .08.

An exact test based on the DW statistic is not always possible. However, tabulated
upper and lower bounds for the statistic can be used in one or two tailed tests (see Section
3.11 of Draper and Smith, 1981, or Section 13.3 of Neter, Wasserman and Kutner, 1983).
The DW statistic above is significant at the 1% level. This indicates the presence of serial
correlation in the residual series. This conclusion is more apparent by observing the ACF of
the residual series. It is worth noting that for large samples the DW statistic is approximately
equal to 2-2r, where 1, is the lag 1 autocorrelation of the residual series. In the above
example r, = .95 and 2-2(.95) = .10; the DW value displayed is .08.

The ACF of the residuals adds important information that is missed by the Durbin-
Watson statistic. In some situations, the DW statistic may imply there is no correlation
present in the residuals. This can be misleading as the DW statistic is only used to check for
first-order serial correlation in the residuals. Instead, the ACF provides us with a sequence of
autocorrelations. This is particularly important when seasonality is present in the data.
Because of the relationship between r, and the DW statistic, and the fact that more
informative statistics can be obtained from the ACF paragraph, it is not recommended that the
DW statistic be used as the only check for serial correlation.
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4.3.2 Adjustments for serial correlation

If serial correlation is present, then we need to make appropriate accommodations in our
model. There are a number of options available to us within the linear regression framework.
For example, if the correlation is the result of the presence of a linear, quadratic, or seasonal
trend in the series, then we may be able to incorporate specific time dependent variables as
explanatory variables in our model (see Section 3.3 of Cryer, 1986). Such remedies are
usually not satisfactory.

A more effective adjustment for serial correlation may be to alter the model itself. For
example, one such method is to model the change in a series, rather than the series itself. That
is, instead of using the recorded (or transformed) values of the dependent variable (i.e.,
Y,.Y,,Y;,...), we use the change from one period to the mnext (ie,
Y,-Y,Y,-Y,,Y,-Y,,...). We replace the original series with one consisting of
differences, or differenced data. We also use the differenced series for each of the
explanatory variables.

We can use the DIFFERENCE paragraph (see Appendix C) to create these differenced
series. We then can use the REGRESS paragraph to regress the differenced values of
LNSP500 on the differenced values of LNLONG and LNLEAD (the SCA output below is
edited for presentation purposes).

-->DIFFERENCE LNSP500,LNLONG,LNLEAD. NEW ARE DLNSP500, DLNLONG, DLNLEAD.
-->REGRESS DLNSP500, DLNLONG, DLNLEAD. DW. HOLD RESIDUALS(RES).

REGRESSION ANALYSIS FOR THE VARIABLE DLNSP

PREDICTOR COEFFICIENT STD. ERROR T-VALUE
INTERCEPT .00695 .00259 2.69
DLNLONG -.34222 .06512 -5.26
DLNLEAD .69946 .21660 3.23

CORRELATION MATRIX OF REGRESSION COEFFICIENTS
DLNLONG 1.00
DLNLEAD -.12 1.00

DLNLONG DLNLEAD

S = .0294 R*¥*2 = 20.1% R**2 (ADJ) = 18.9%

SOURCE SUM OF SQUARES DF MEAN SQUARE F-RATIO
REGRESSION .030 2 .015 17.246
RESIDUAL .119 137 .001
ADJ. TOTAL .148 139
SOURCE SEQUENTIAL SS DF MEAN SQUARE F-RATIO
DLNLONG .021 1 .021 24.063
DLNLEAD .009 1 .009 10.428

DURBIN-WATSON STATISTIC = 1.70
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The fitted equation for this model is
DLNSP500 =.007 - .342 DLNLONG + .699 DLNLEAD. (4.4)

All parameter estimates and the F-ratios for the regression are significant. Moreover, the
signs of the regression coefficients have the sense we expect and the Durbin-Watson statistic
does not indicate serial correlation.

Other diagnostic checks of this model support its validity. One check, the time series
plot of the residuals (see Figure 4.4), reveals no apparent pattern in the residual series. Note
that the R” value for this model is only about 20%, yet the model seems to fit well. This is
an indication of why we should not rely on the R* value as a measure of the adequacy of a
model. We will examine the R* value for this example in more detail in the next section and
in Chapter 8.

Figure 4.4 Time plot of the Residual of the Regression
of DLNSP500 on DLNLONG and DLNLEAD
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4.3.3 Lagged regression

In the previous section, we illustrated one effective method for dealing with serial
correlation, altering the variables used in the regression model. A better change may be to
include a serially correlated error term in the model. Such a change is within the framework
of transfer function modeling, and is discussed in more detail in Chapter 8. Another
possibility is to consider a lagged regression.

In a lagged regression, we broaden the explanatory variables of a model by including
lagged values of one or more variables within the model. To illustrate this concept, consider
the fitted equation used in Section 4.3.1

LNSP500 =b, +b, LNLONG +b,LNLEAD 4.5)

This fitted equation considers only the contemporaneous values of the variables involved (that
is, observations recorded at the same time period). We can show this by explicitly including
time subscripts in (4.5) to obtain

LNSP500, =b, + b, LNLONG, +b, LNLEAD, (4.6)
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It is possible that an explanatory variable may “lead” the dependent variable. That is, the
value of the dependent variable may be related to values of the explanatory variable that occur
earlier. To allow for such leading relationships, we could consider regressing the dependent
variable on both contemporaneous and prior observations of a variable; in effect “creating”
new explanatory variables by shifting existing ones in time. For example, we may consider
relating LNSP500 to both the current (monthly) value of LNLONG and the value of
LNLONG observed one period (month) ago. We may also do the same for LNLEAD. In
such a case, the fitted equation (4.6) becomes

LNSP500, =b, +b, LNLONG, +b, LNLONG,

(4.7)
+b, LNLEAD, +b, LNLEAD,_,

We can also allow for other system dynamics by using previously observed values of the
dependent variable as one or more explanatory variables. For example, if we add the prior
(monthly) value of LNSP500 as an explanatory variable in (4.7) we have

LNSP500, =b, +b, LNLONG, +b, LNLONG ,

4.8
+b, LNLEAD, +b, LNLEAD,_, +b, LNSP500,_, (*43)

Since lagged regression models can display a level of system dynamics, they are sometimes
referred to as dynamic regression models.

We can obtain the above fit by using the LAG paragraph to create the “lagged” series
(see Appendix C) and the REGRESS paragraph. The above model is discussed in more detail
in Chapter 8.

In Section 4.3.2, we fit a regression model using differenced data for all series. The
differenced series can be represented in terms of current and lagged series. Specifically, for
the series used in Section 4.3.2 we have

DLNSP500, = LNSP500, — LNSP500,_, ,
DLNLONG, = LNLONG, —LNLONG _, ,
DLNLEAD, = LNLEAD, + LNLEAD _, ,

and

for t=2, 3, ... (the value for t=1 is undefined). If we employ the time index, t, in the fitted
equation obtained in Section 4.3.2, we have

DLNSP500, =.007 —.342DLNLONG, +.699DLNLEAD, . (4.9)

We can re-write this in terms of a lagged regression as

(LNSP500, — LNSP500, ,) =.007 —.342(LNLONG, - LNLONG, ,)

(4.10)
+.699(LNLEAD, — LNLEAD )
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The equation given in (4.10) is equivalent to the lagged regression of (4.8) above with
b, =b,=-342; b,=b, =.699; and b, =1.0. An unrestricted fit of (4.8) (shown in Chapter

8) results in approximately these estimates.

A final note on the R’ value corresponding to the fitted equation (4.9) and the R* value
for the fitted equation (4.8). The R* value associated with (4.9) is about 20%. However, the
R? value for the equivalent model (4.8) is almost 100%. The difference in the R’ value is
due to variation in the dependent series (DLNSP500 versus LNSP500) and not the variation in
the residual series (as the residual series for each fitted model are virtually identical to one
another). Hence the R* value can be a very misleading statistic.

4.3.4 Interpretation of transformations

In Section 4.3.1, the logarithmic transformation of all data was used in the analysis,
while the difference of logged values was used in the model of Section 4.3.2. As noted
briefly in Section 4.3.1, the logarithmic transformation was used more for how the parameters
of the model could be interpreted, than for any need to achieve a homogeneity in the variance
of the errors (Box and Cox, 1964). Neter, Wasserman and Kutner (1983, page 137) note that
such a use of the logarithmic transformation is often preferred by economists to linearize the
relationship between the input variables and the output. In this way, the parameters can be
interpreted as the elasticity between the variables.

The use of the differences of logged data in Section 4.3.2 also has a physical
interpretation. Mathematically, the analysis of the difference of logged values is essentially
the same as the analysis of the percent change of the original series (i.e., not differenced and
not logged). This can be confirmed by comparing the first-order Taylor series approximation
of each representation (see page 90 of Abraham and Ledolter, 1983).

4.4  Other Regression Topics

This section provides an overview of some topics related to the SCA REGRESS
paragraph and to regression analysis. This material may be skipped, and selected information
be referenced as needed. The material presented, and the section containing it, are:

Section Topic

4.4.1 Interpreting SCA output

442 Diagnostic checks in regression analysis

443 Statistical measures for spurious and influential observations

Information on other special regression related topics can be found in Section 9.6 of The SCA
Statistical System: Reference Manual for General Statistical Analysis.
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4.4.1 Interpreting SCA output

The SCA System generates and displays important information regarding a regression.
This information can be used in several contexts, including inference and prediction. It is
important to note that the validity of the estimates of the regression equation, and any
inference or prediction made from a regression, is based on the data at hand and the validity
of the model being fit. Hence it is important to carefully check any model for outliers or
spurious observations and for deviations from the assumptions of the model.

To illustrate the use of SCA output for inference and prediction, we will consider the
output of the initial regression of the beer data (without an adjustment of observation 5). We
will reproduce the output in a more complete form.

-->REGRESS DELIVERY, CASES, DISTANCE. DIAGNOSTICS ARE FULL. @
FIT. HOLD RESIDUALS (RESID), FITTED(FIT).

REGRESSION ANALYSIS FOR THE VARIABLE DELIVERY
PREDICTOR COEFFICIENT STD. ERROR T-VALUE
INTERCEPT 2.31120 5.85730 .39
CASES .87720 .15303 5.73
DISTANCE .45592 .14676 3.11

CORRELATION MATRIX OF REGRESSION COEFFICIENTS
CASES 1.00
DISTANCE .41 1.00
CASES DISTANCE

s = 3.1408 R¥*2 = 73.7% R**2 (ADJ) = 69.3%

SOURCE SUM OF SQUARES DF MEAN SQUARE F-RATIO
REGRESSION 331.359 2 165.679 16.795
RESIDUAL 118.375 12 9.865
ADJ. TOTAL 449.733 14
SOURCE SEQUENTIAL SS DF MEAN SQUARE F-RATIO
CASES 236.161 1 236.161 23.940
DISTANCE 95.198 1 95.198 9.650

DIAGNOSTIC STATISTICS:

STUDENTIZED
CASE OBSERVED STANDARDIZED DELETED COOK'S
NO. VALUE RESIDUAL RESIDUAL RESIDUAL DISTANCE LEVERAGE
1 24.0000 -.7609 -.27 -.26 .006 .198
2 27.0000 .1327 .05 .04 .000 .124
3 29.0000 -.3201 -.13 -.12 .003 .356
4 31.0000 2.9381 1.09 1.09 .136 .258
5 25.0000 -9.2716 -3.27 * -9.44 * .803 .184
6 33.0000 .7656 .26 .24 .002 .086
7 26.0000 1.3084 .46 .45 .016 .183
8 28.0000 -2.0934 -.72 -.70 .028 .139
9 31.0000 1.4318 .47 .46 .006 .075
10 39.0000 .5212 .21 .20 .008 .348
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11 33.0000 .5175 .18 .18 .003 .203
12 30.0000 1.3783 .46 .45 .007 .094
13 25.0000 -1.0247 -.35 -.34 .007 .137
14 42.0000 2.8865 1.14 1.16 .237 .352
15 40.0000 1.5905 .59 .57 .041 .262

"*" DENOTES AN OBSERVATION WITH A LARGE RESIDUAL

FITTED VALUES AND THEIR STANDARD ERRORS:

CASE OBSERVED FITTED STD ERR OF

NO. VALUE VALUE FITTED VALUE LEVERAGE
1 24.0000 24.7609 1.3969 .1978
2 27.0000 26.8673 1.1073 .1243
3 29.0000 29.3201 1.8736 .3559
4 31.0000 28.0619 1.5941 .2576
5 25.0000 34.2716 1.3476 .1841
6 33.0000 32.2344 .9228 .0863
7 26.0000 24.6916 1.3436 .1830
8 28.0000 30.0934 1.1708 .1390
9 31.0000 29.5682 .8582 .0747

10 39.0000 38.4788 1.8527 .3480

11 33.0000 32.4825 1.4161 .2033

12 30.0000 28.6217 . 9641 .0942

13 25.0000 26.0247 1.1643 .1374

14 42.0000 39.1135 1.8645 .3524

15 40.0000 38.4095 1.6079 .2621

Estimate of the variation of the error terms

Inferences or predictions drawn from this regression are based on the sample that is
drawn, or the “information at hand”. For example, if we obtain another sample of 15
observations for the beer data, it is likely the fitted equation will change. A key is how much
it may change. Hence it is important to have some measure of uncertainty (or variation). In
examining the linear regression model, we see a key uncertainty is the variability of what is
still unexplained after fitting the model, that is, the error term. The smaller 6, in relation to
the unit of measurement of Y, the more precise our prediction of Y for values of
XX X, -

An estimate of o, the standard deviation of the error terms, is calculated from the data.
This value, denoted by s, is computed according to

SSE
n—p

where SSE is the sum of squared errors, n is the number of observations, and p is the number
of parameters estimated. SSE and (n - p) are displayed in the analysis of variance table on the
line labeled RESIDUAL. We see in the initial fit of the beer data

s’ = mean square error = 118.375/12 =9.865 ,
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so that s = (9.865)"? = 3.1408. This value is displayed just above the analysis of various
table.

Parameter inference, tests of significance

We can construct tests of significance of the parameters of our model. The test statistic
that is used is

(estimate) — (hypothesized value)

N (estimated standard deviation of estimate)

Th